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Simplified Models
Going beyond effective interactions



The analysis leading to these conclusions is organized as follows: In section 2, we give

a detailed description of the simplified t-channel models analyzed and the relevant processes

for the relic abundance calculation. In section 3, we illustrate some theoretical aspects of SE

and BSF in the simplified t-channel model and we discuss their impact on the relic density

and the model parameters in 4. In section 5, we summarize the constraints utilized from

spin-independent and spin-dependent searches, while in section 6, we explain how we exploit

prompt collider searches, including the search for BSF at the LHC, and long-lived particle

signatures. Finally, in section 7, we present our combined results and we elaborate on the

interplay of the various constraints and their potential to exclude parts of the parameter

space. Most importantly, we discuss the impact of SE and BSF on the estimation of the

correct exclusion limits. Moreover, we show the corresponding projected exclusion constraints

from future experiments and highlight the potential reach of long-lived particle searches and

of searches for dark sector bound states at the colliders. We conclude in section 8.

2 Simplified t-channel models and Dark Matter Cosmology

In this section, we briefly describe the t-channel simplified model [16–18, 37, 40] as well as

the various thermally averaged cross-sections that are relevant for evaluating the DM relic

abundance. The t-channel model we consider consists, in addition to the SM, a SM-singlet

Majorana fermion � which is the lightest dark sector particle, and three color-triplet complex

scalar fields Xi (i indicates the generation) which interact with � and the SM quarks via a

Yukawa coupling gDM. The scalars are charged under the SM gauge group (SU(3)⇥SU(2))Y
and its simplest form there are three possible quantum number assignments possible:

(3, 1)2/3, (3, 1)�1/3, (3, 2)�1/6. (2.1)

The three possible choices of the mediator’s quantum numbers correspond to three di↵erent

models, which we label as the uR, dR and qL models, respectively.

The dark sector features a Z2 symmetry such that � is the lightest stable particle and

our DM candidate. The interaction Lagrangian of the dark sector particles is thus given by:

L �

X

i

(DµXi)
†(Dµ

Xi) +
X

i,j

⇣
gDM,ijX

†
i
�̄PRqj + g

⇤
DM,ijXiq̄jPL�

⌘
, (2.2)

where Dµ is the covariant derivative and the index i runs over the quark and mediator flavours

of the model considered (up-type right-handed quarks, down-type right-handed quarks and

left-handed quarks). PL and PR are the left and right handed projectors respectively. The

Yukawa couplings,gDM , are chosen to be real valued, flavour-diagonal and flavour-universal

for simplicity, implying that gDM,ij = gDM�ij
1.

1In general it is possible to go beyond this approximation by allowing for o↵-diagonal Yukawa couplings,
which can be constrained by flavor observables as for instance top quark flavor changing neutral currents [41].
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Figure 1: Representative Feynman diagrams corresponding to the main subset of
processes contributing to (co-)annihilations described in Tab. ??. For simplicity,
we don’t show here possible interfering diagrams from crossing symmetries (for
example, we would have an u-channel for �� ! qq̄, XX

†
! qq̄ and XX ! qq). We

also only illustrated the gluon gauge vertices, since the strong coupling dominates.
In diagram 1h, we could also have the interaction of any other SM gauge boson
with the quarks, while in diagrams 1b, 1c, 1d, 1e and 1i, the gluon can be replaced
by a photon or a Z boson in the uR and dR models and additionally by W

± bosons
in the qL model.
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! qq̄ and XX ! qq). We also only illustrated the gluon gauge vertices, since the strong coupling

dominates. In diagram 1h, we could also have the interaction of any other SM gauge boson with the
quarks, while in diagrams 1b, 1c, 1d, 1e and 1i, the gluon can be replaced by a photon or a Z boson
in the uR and dR models and additionally by W

± bosons in the qL model.

As a result of its Yukawa interaction 2, the DM number density depends both on direct

pair annihilation of DM, particles, �� ! SM SM, as well as co-annihilation and colored

annihilations processes into SM particles involving � � X, � � X
†, X � X

† and X � X

as initial scattering states. The latter determining the density of the scalar mediators. A

representative class of Feynman diagrams are shown in Fig. 1.

Under the assumption that all Z2-odd particles will finally decay into dark matter and

will be in equilibrium with each other until freeze-out [46], we track the evolution of the total

2For this work, we do not consider possible renormalizable interactions between the scalars and the Higgs
field, for example via a trilinear coupling. As shown in [42–44], such interactions can lead to sizeable e↵ects
from Sommerfeld enhancement and bound state formation and is subject to a follow-up work [45].
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the extrapolation to the time of freeze-out follows a standard cosmology, the inclu-

sive annihilation cross section (for � ⇠ 1/20) maps onto the expected dark matter

abundance. In Figure 14 we present the velocity averaged annihilation cross-section

in the non relativistic limit. We import the model files written in Feynrules in

micrOMEGAs5.0 [46] to evaluate h�vanni for gDM set to its maximally allowed value

obtained from Figure 13. The black shaded area of Figure 14 represents the region

of parameter space ruled out by LHC constraints, and the colored shaded regions

correspond to di↵erent values of h�vi normalized to 10�26cm3/s.5 Both the qL and uR

models have larger values of h�vi compared to the dR model. This can be understood

from the velocity-averaged annihilation cross-section into SM fermions,

h�vi ' N f

c
g4
DM

" m2

f

r
1�

m2
f

m2
�

64⇡(m2

q̃
+m2

�
�m2

f
)2

+ �2

(
m2

�

q
m4

�
+m4

q̃

32⇡(m2
�
+m2

q̃
)4

+O(m2

f
)

)#
, (5.1)

where N f

c
is the appropriate color factor for the species of fermion f , and � is the

velocity of the colliding DM particles (Mandelstam s = 4m2

�
/(1 � �2)), which is

about ⇠ 10�3. The first term is the velocity independent (s wave scattering) part

of the cross section, while the second piece is the velocity dependent part of the

annihilation (p wave scattering). For simplicity, in the term proportional to �2, we

only show the part of the expression that is independent of the quark mass (mf ).

The cross-section at zero velocity is proportional to the square of the quark mass,

and in the qL and uR models is dominated by annihilation into top quarks when

kinematically accessible. Annihilation to light quarks is dominated by the p-wave

contribution which is proportional to �2 and is therefore suppressed. This is also the

reason why h�vi has a sharp increases for the qL and uR models at the top threshold

where the s-wave dominates the contribution.

6 Outlook

The identity of the dark matter remains one of the most pressing questions con-

fronting particle physics, and the wealth of information from colliders, searches for

scattering with nuclei, and searches for dark matter annihilation complement each

other in terms of making progress toward that goal. As the precision of the ex-

perimental searches increases, there is a need for a corresponding improvement in

theoretical predictions, in order to realize the full potential of the experimental data.

5 A ballpark number for h�vi to saturate the DM relic density is 3 ⇥ 10�26cm3/s, with smaller

values indicating overabundant DM for a standard cosmological history.
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A Simplified Dark Matter Model

Figure 13. Combined SI, SD and LHC constraints for the uR (upper left), dR(upper right)

and qL (lower) models. Shaded regions indicate allowed values of the coupling gDM .

maximum allowed gDM at that point. The picture that emerges is that collider and

direct searches are highly complementary, with the collider able to rule out regions of

parameter space categorically, whereas the direct searches sensitive to SI scattering

typically provide the strongest constraints on gDM in the remainder of the parameter

space (with colliders filling the region of very tiny dark matter masses). Despite being

less suppressed at tree level, the SD constraints are only relevant at large mediator

mass (⇠ 2 TeV) and small dark matter mass (⇠ 10 GeV) and is subdominant for all

other regions of parameter space. This highlights the importance that higher order

contributions to the SI cross section has on this particular simplified model.

Finally, it is interesting to use the current constraints from colliders and di-

rect searches to construct the largest allowed forecast for the annihilation cross sec-

tion. At very low velocities (� ⇠ 10�3), this cross section is probed by indirect

searches for high energy gamma rays, cosmic rays, or neutrinos produced by dark
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Figure 1: Representative Feynman diagrams corresponding to the main subset of
processes contributing to (co-)annihilations described in Tab. ??. For simplicity,
we don’t show here possible interfering diagrams from crossing symmetries (for
example, we would have an u-channel for �� ! qq̄, XX

†
! qq̄ and XX ! qq). We

also only illustrated the gluon gauge vertices, since the strong coupling dominates.
In diagram 1h, we could also have the interaction of any other SM gauge boson
with the quarks, while in diagrams 1b, 1c, 1d, 1e and 1i, the gluon can be replaced
by a photon or a Z boson in the uR and dR models and additionally by W

± bosons
in the qL model.
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XX
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quarks, while in diagrams 1b, 1c, 1d, 1e and 1i, the gluon can be replaced by a photon or a Z boson
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As a result of its Yukawa interaction 2, the DM number density depends both on direct

pair annihilation of DM, particles, �� ! SM SM, as well as co-annihilation and colored

annihilations processes into SM particles involving � � X, � � X
†, X � X

† and X � X

as initial scattering states. The latter determining the density of the scalar mediators. A

representative class of Feynman diagrams are shown in Fig. 1.

Under the assumption that all Z2-odd particles will finally decay into dark matter and

will be in equilibrium with each other until freeze-out [46], we track the evolution of the total

2For this work, we do not consider possible renormalizable interactions between the scalars and the Higgs
field, for example via a trilinear coupling. As shown in [42–44], such interactions can lead to sizeable e↵ects
from Sommerfeld enhancement and bound state formation and is subject to a follow-up work [45].
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dark-sector comoving number density (or yield) Ỹ = ñ/s, where ñ is the total dark-sector

number density and s is the entropy density of the universe, resulting in the sum of the

comoving yields of the co-annihilating Z2-odd species:
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We can then write an e↵ective Boltzmann equation for Ỹ as a function of the variable x =

mDM/T in the following form:
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with g� = 2 and gX = 3 being the internal degrees of freedom of the Majorana particle �

and the colored scalars X, mPl the Planck mass, g⇤ (g⇤S) the number of e↵ective relativistic

degrees of freedom for the energy (entropy) density of the Universe and

� ⌘
mX �m�

m�

⌘
�m

m�

, �m ⌘ mX �m�. (2.9)

Hereby, the e↵ective annihilation cross-section in Eq. (2.4) is given by

h�e↵vreli =
X

ij

h�ijviji
Y

eq
i

Ỹ eq

Y
eq
j

Ỹ eq
, (2.10)

where h�ijviji comprises of all the annihilation cross-sections of two co-annihilating species

i and j. If the scalars are much heavier than DM, their abundance gets quickly Boltzmann-

suppressed and the only relevant process for determining the DM density is the direct �� �

annihilation. On the other hand, when � ⌧ 1, the scalar mediators continue interacting

for a longer time and their thermally-averaged (co-)annihilation cross-section contributions

to Eq. (2.10) are significant even around the freeze-out of the DM particle candidates. We

stress that in order to derive Eq. (2.10), two crucial assumptions are made. First, the rate

of elastic scatterings of dark sector particles with the SM bath is much larger than their
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Ỹ

2
� Ỹ
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i and j. If the scalars are much heavier than DM, their abundance gets quickly Boltzmann-

suppressed and the only relevant process for determining the DM density is the direct �� �

annihilation. On the other hand, when � ⌧ 1, the scalar mediators continue interacting

for a longer time and their thermally-averaged (co-)annihilation cross-section contributions

to Eq. (2.10) are significant even around the freeze-out of the DM particle candidates. We

stress that in order to derive Eq. (2.10), two crucial assumptions are made. First, the rate

of elastic scatterings of dark sector particles with the SM bath is much larger than their

– 7 –

A Simplified Dark Matter 



Sommerfeld Enhancement

50 3 THERMAL RELIC DENSITY

3.5 Sommerfeld enhancement

Radiative corrections can drastically change the threshold behavior shown in Eq.(3.41). As an example, we study
the annihilation of two dark matter fermions through an s-channel scalar in the limit of small relative velocity of
the two fermions. The starting point of our discussion is the loop diagram which describes the exchange of a gauge
boson between two incoming (or outgoing) massive fermions �:

�(q + k2)

Z(q)

�(q + k1)

S

�(k2)

�(k1)

After inserting the Feynman rules we find the expression
Z

d
4
q

/q + /k1 + m�

(q + k1)2 � m2
�

�µ

1

q2 � m
2
Z

�
µ

/q + /k2 + m�

(q + k2)2 � m2
�

. (3.45)

The question is where this integral receives large contributions. Using k
2 = m

2
�

the denominators of the fermion
propagators read

1

(q + k)2 � m2
�

=
1

q
2
0 � |~q|2 + 2q0k0 � 2~q~k

Eq.(3.17)
=

1

q
2
0 � |~q|2 + (2 + v2)m�q0 � 2m�v|~q| cos ✓ + O(q0v

2)

|~q|=m�v

=
1

q
2
0 � m2

�
v2(1 + 2 cos ✓) + (2 + v2)m�q0 + O(q0v

2)
. (3.46)

The particles in the loop are not on their respective mass shells. Instead, we can identify a particularly dangerous
region for v ! 0, namely q0 = m�v

2, where

1

(q + k)2 � m2
�

=
1

m2
�
v2(1 � 2 cos ✓) + O(v4)

. (3.47)

Unless we make an assumption about the angle ✓ we cannot make a stronger statement about the contributions of
the fermion propagators. If we just set cos ✓ = 0 we find

1

(q + k)2 � m2
�

=
1

m2
�
v2 + O(v4)

. (3.48)

In the same phase space region the Z boson propagator in the integral scales like

1

q2 � m
2
Z

=
1

m2
�
v4 � m2

�
v2 � m

2
Z

= �
1

m2
�
v2 + m

2
Z

+ O(v4)
. (3.49)

In the absence of the gauge boson mass the gauge boson propagator would diverge for v ! 0, just like the fermion
propagators. This means that we can approximate the loop integral by focussing on the phase space regime

q0 ⇡ m�v
2 and |~q| ⇡ m�v . (3.50)
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The complete infrared contribution to the one-loop matrix element of Eq.(3.45) with a massive gauge boson
exchange and neglecting the Dirac matrix structure is

Z
d
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q

m�
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�
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2
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⇡ �q0(�|~q|)3
1
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1
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�
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2
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⇡ m�v
2 (m�v)3

1
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1
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�
v2 + m

2
Z

1

m�v2

=
v

v2 +
m

2
Z

m2
�

m��mZ

�!
1

v
. (3.51)

This means that part of the one-loop correction to the dark matter annihilation process at threshold scales like 1/v

in the limit of massless gauge boson exchange. For massive gauge bosons the divergent behavior is cut off with a
lower limit v & mZ/m�. If we attach an additional gauge boson exchange to form a two-loop integral, the above
considerations apply again, but only to the last, triangular diagram. The divergence still has the form 1/v.
Eventually, it will be cut off by the widths of the particles, which is a phrase often used in the literature and not at
all easy to show in detail.

What is more important is the question what the impact of this result is for our calculations — it will turn out that
while the loop corrections for slowly moving particles with a massless gauge boson exchange are divergent, they
typically correct a cross section which vanishes at threshold and only lead to a finite rate at the production
threshold.

As long as we limit ourselves to v ⌧ 1 we do not need to use relativistic quantum field theory for this calculation.
We can compute the same v-dependent correction to particle scattering using non-relativistic quantum mechanics.
We assume two electrically and weakly charged particles �±, so their attractive potential has spherically
symmetric Coulomb and Yukawa parts,

V (r) = �
e
2

r
�

g
2
Z

r
e
�mZr with r = |~r| . (3.52)

The coupling gZ describes an unknown �-�-Z interaction. With such a potential we can compute a two-body
scattering process. The wave function  k(~r) will in general be a superposition of an incoming plane wave in the
z-direction and a set of spherical waves with a modulation in terms of the scattering angle ✓. As in Eq.(1.59) we
can expand the wave function in spherical harmonics, combined with an energy-dependent radial function
R(r; E). We again exploit the symmetry with respect to the azimuthal angle � and obtain

 k(~r) =
1X

`=0

`X

m=�`

a`mY`m(✓,�) R`(r; E)

=
1X

`=0

(2`+ 1) a`0Y`0(✓,�) R`(r; E)

Eq.(1.63)
=

1X

`=0

(2`+ 1) a`0

p
2`+ 1

2
P`(cos ✓) R`(r; E) =:

1X

`=0

A` P`(cos ✓) R`(r; E) . (3.53)

From the calculation of the hydrogen atom we know that the radial, time-independent Schrödinger equation in
terms of the reduced mass m reads


�

1

2mr2

d

dr

✓
r
2 d

dr

◆
+
`(`+ 1)

2mr2
+ V (r) � E

�
R`(r; E) = 0 . (3.54)

The reduced mass for a system with two identical masses is given by

m =
m1m2

m1 + m2
=

m�

2
. (3.55)

In the non-relativistic limit loop scales as

Large Enhancements for slowly moving particles for massless gauge bosons

Treat it as a non-relativistic Schrodinger equation with a long range potential

21

Chapter 4

Sommerfeld Enhancement of the
Coulomb Potential

4.1 The Sommerfeld Enhancement

So far we have only considered a simple interaction effectively at a 4-point vertex. If
the mediator in our field theory has a small mass, long range interactions might be
possible, and we must consider higher order ladder diagrams.

� SM

� SM

(A) Effective 4-point decay
channel

� SM

� SM

(B) Ladder diagram

FIGURE 4.1: Different order annihilation diagrams. The ladder diagrams become more sig-
nificant at low relative velocities and can’t be treated in a perturbative fashion.[4]

For a light mediator and non-relativistic scattering particles, typically the Feyn-
man invariant amplitude of a ladder diagram picks up a factor of ↵/vrel per "rung".
Thus, for low relative velocities, these ladder diagrams are no longer perturbative
and will contribute significantly to the annihilation amplitude. To calculate the anni-
hilation cross section properly, the diagrams must be considered up to infinite order
in ↵/vrel.
This effect, which enhances annihilation cross sections, is named the Sommerfeld
Effect, after Arnold Sommerfeld, who discovered it while studying the scattering of
slow moving electrons and positrons[9]. Since the most popular dark matter candi-
dates considered are heavy, slow-moving particles, it was realized in 2003 that the
effect is also relevant for calculations on dark matter annihilations[10].
When the particles are non-relativistic, it is possible to compute the Sommerfeld en-
hancement factor using normal quantum mechanics. The scattering amplitude is
enhanced due to the probability of finding a particle at the interaction vertex being
different when there is a potential. We thus have

�annvrel = Sann(vrel)�0 or Sann =
| (0)|2

| 0(0)|2
, (4.1)
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limits indicates that for small r and hence small ⇢ values only the first term ` = 0 will contribute. We can evaluate
j0(kr) for kr = 0 in both forms and find the same value,

��� k(~0)
���
2

`=0
= |A0P0(cos ✓)Rk`(0)|2 = |A0Rk`(0)|2 = lim

r!0
|j0(kr)|2 = 1 (3.61)

The argument that only ` = 0 contributes to the wave function at the origin is not at all trivial to make, and it holds
as long as the potential does not diverge faster than 1/r towards the origin.

Next, we add an attractive Coulomb potential to Eq.(3.56), giving us the radial Schrödinger equation in a slightly
re-written form in the first term


�

1

r

d
2

dr2
r +

`(`+ 1)

r2
�

2me
2

r
� k

2

�
uk`

r
= 0 with uk`(r) := rRk`(r)

,
d
2

dr2
uk` �

`(`+ 1)

r2
uk` +

2me
2

r
uk` + k

2
uk` = 0

,
d
2

d⇢2
uk` �

`(`+ 1)

⇢2
uk` +

2me
2

⇢k
uk` + uk` = 0 (3.62)

The solution of this equation will lead us to the well-known hydrogen atom and its energy levels. However, we are
not interested in the energy levels but in the continuum scattering process. Following the discussion around
Eq.(3.60) and assuming that the Coulomb potential will not change the fundamental structure of the solution
around the origin we can evaluate the radial wave function for ` = 0,

d
2

d⇢2
uk0 +

2me
2

⇢k
uk0 + uk0 = 0 (3.63)

This is the equation we need to solve and then evaluate at the origin, ~r = ~0. We only quote the result,

��� k(~0)
���
2

=
2⇡e

2

v

1

1 � e�2⇡e2/v
⇡

8
<

:

2⇡e
2

v
for v ! 0

1 for v ! 1

. (3.64)

Compared to Eq.(3.61) this increased probability measure is called the Sommerfeld enhancement. It is divergent at
small velocities, just as in the Feynman-diagrammatic discussion before. For very small velocities, it can lead to an
enhancement of the threshold cross section by several orders of magnitude.

It can be shown that the calculation based on ladder diagrams in momentum space and based on the Schrödinger
equation in position space are equivalent for simple scattering processes. The resummation of the ladder diagrams
is equivalent to the computation of the wave function at the origin in the Fourier-transformed position space.

The case of the Yukawa potential shows a similar behavior. It involves an amusing trick in the computation of the
potential, so we discuss it in some detail. When we include the Yukawa potential in the Schrödinger equation we
cannot solve the equation analytically; however, the Hulthen potential is an approximation to the Yukawa potential
which does allow us to solve the Schrödinger equation. It is defined as

V (r) =
g
2
Z
�e

��r

1 � e��r
. (3.65)

Optimizing the numerical agreement of the Hulthen potential’s radial wave functions with those of the Yukawa
potential suggests for the relevant mass ratio in our calculation

� ⇡
⇡

2

6
mZ , (3.66)
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Color Decomposition and Sommerfeld Effect 

↵g ⇠ vrel, non-perturbative e↵ects from the continuous exchange of gluons between the two

interacting states become relevant. This is the so-called Sommerfeld e↵ect [19]. Moreover,

the presence of an attractive potential can naturally lead to the formation of bound states

of the color-charged particles that also a↵ect interaction rates. In the following sections we

summarize the pivotal results related to these e↵ects in a non-Abelian gauge theory and apply

them to our simplified model.

3.1 Color decomposition and Sommerfeld e↵ect

Let us indicate with R1 and R2 the color representations under which two incoming parti-

cles transform. Their interaction can then be decomposed into a direct sum of irreducible

representations,

R1 ⌦R2 =
M

R̂

R̂ . (3.1)

The gluonic interaction in the non-relativistic regime is described at leading order by a static

Coulomb-like potential that depends on the irreducible representation as follows

V[R̂](r) = �
↵
[R̂]
g (Q)

r
. (3.2)

Here, Q represents the averaged momentum transfer in the interaction. The e↵ective gluon

coupling constant in a given irreducible representation of the unbound scattering state ↵[R̂]
g (Q)

is related to the strong coupling constant ↵s(Q) by

↵
[R̂]
g (Q) = ↵s (Q)⇥

1

2
[C2(R1) + C2(R1)� C2(R̂)] ⌘ ↵s (Q)⇥ k[R̂], (3.3)

C2(R) being the quadratic Casimir invariant of the given representation R. Notice that

the k[R̂] factor can be either positive or negative, meaning that the potential can be either

attractive or repulsive. We evaluate the coupling constant ↵[R̂]
g (Q) = k[R̂]↵s(Q) at the scale

of the average transferred momentum of the scattering states, Q = µvrel, by considering

corrections to the RGE of the �-function of ↵s(Q) up to NNLO, as given in [51] and as

employed by numerical codes used for our scans (e.g., in micrOMEGAs [52]). For simplicity,

we suppress in the following, the dependence on the average transferred momentum Q, while

consistently taking it into account in our numerical calculations. Since the scalar fields of

our models belong to the fundamental representation 3 of SU(3) (the antiscalar fields to the

conjugate one, 3̄), we can easily list the di↵erent possible potentials we obtain from Eq. 3.2.

Since 3⌦ 3̄ = 1� 8 and 3⌦ 3 = 3̄� 6 (the case with 3̄⌦ 3̄ gives identical results to the last

one since C2(R) = C2(R̄)), we have the following potentials:

V (r)3⌦3̄ =

8
><

>:

�
4

3

↵s

r
[1]

+
1

6

↵s

r
[8]

; V (r)3⌦3 =

8
><

>:

�
2

3

↵s

r
[3̄]

+
1

3

↵s

r
[6]

. (3.4)
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Gluonic Coulomb Potential 
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g (Q) = ↵s (Q)⇥

1

2
[C2(R1) + C2(R1)� C2(R̂)] ⌘ ↵s (Q)⇥ k[R̂], (3.3)

C2(R) being the quadratic Casimir invariant of the given representation R. Notice that

the k[R̂] factor can be either positive or negative, meaning that the potential can be either

attractive or repulsive. We evaluate the coupling constant ↵[R̂]
g (Q) = k[R̂]↵s(Q) at the scale

of the average transferred momentum of the scattering states, Q = µvrel, by considering

corrections to the RGE of the �-function of ↵s(Q) up to NNLO, as given in [51] and as

employed by numerical codes used for our scans (e.g., in micrOMEGAs [52]). For simplicity,

we suppress in the following, the dependence on the average transferred momentum Q, while

consistently taking it into account in our numerical calculations. Since the scalar fields of

our models belong to the fundamental representation 3 of SU(3) (the antiscalar fields to the

conjugate one, 3̄), we can easily list the di↵erent possible potentials we obtain from Eq. 3.2.

Since 3⌦ 3̄ = 1� 8 and 3⌦ 3 = 3̄� 6 (the case with 3̄⌦ 3̄ gives identical results to the last

one since C2(R) = C2(R̄)), we have the following potentials:
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we neglect the e↵ects of the Yukawa potentials generated by electroweak bosons. For light DM,

the Yukawa exponential suppression makes the influence at large distances negligible. In fact,

in order for long-range e↵ects to have a sizable impact, the Bohr radius needs to be smaller

than the inverse mass of the force mediator, (↵mX/2)�1 . m
�1
A

. For typical electroweak

couplings of order ↵ ⇠ 0.02, e↵ects of the electroweak potential start to be important for

mX & 8 TeV. However, thermal freeze-out typically takes place at T ⇠ mDM/30, which

results in T ⇠ mX/30 in the coannihilating regime. Since electroweak symmetry breaking

(EWSB) occurs at TEWSB ⇠ 150GeV, electroweak gauge bosons are massive during freeze-out

only if mX . 4.5TeV. Thus, below this threshold, e↵ects of the electroweak potential can be

safely omitted5.

If the dominating term in the bare annihilation cross-section �0 is velocity-independent,

the Sommerfeld e↵ect results in a simple multiplicative factor ( multiplying the “s-wave”

term, which is the only one in the partial-wave expansion) [35, 55]:

�SE,[R]vrel = c[R]S0,[R] �0, (3.5)

where

S0,[R] = S0

✓
k[R]

↵s

vrel

◆
(3.6)

is the s-wave Sommerfeld factor and where c[R] is a factor coming from the color decomposition

of the amplitude and marks the relative contribution of the R̂ initial state to the total cross-

section6. For the potentials illustrated in Eq. (3.4), one finds [35]
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The case of annihilation into a quark-antiquark pair is more involved, as it is not straightfor-

ward to decompose the color structure of the amplitude, due to the fact that both QCD- and

Yukawa-dominated diagrams contribute and interfere. In general, one needs to compute the

single color contribution of each term in the squared matrix element and then determine the

color weight factors, that we indicate here as general functions f[1] and f[8] of the couplings

involved (e.g., gs and gDM). Since in our model we encounter this situation only for processes

that are velocity suppressed across the vast majority of the parameter space, we choose to

5For works addressing electroweak forces in the long-range regime, we refer e.g. to Refs. [23–25, 53, 54].
6This factor actually depends on the orbital ` and spin s angular momenta of the initial scattering state,

as shown in [35]. Since we are interested only in color-charged scalars and by only considering the dominant
s-wave contribution(indicated by the subscript 0), we can directly employ the results for the ` = 0, s = 0 case.
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neglect the Sommerfeld e↵ects for them.

In the last process in Eq. (3.10) we consider the case of distinguishable particles both in

the initial and in the final states. This is the situation, for example, for a Xi +Xj ! qi + qj ,

where i and j refer to two distinct flavours. By employing Eq. (3.6) in our model, the four

types of Sommerfeld factors needed are:

S0,[1] = S0

✓
4↵S

s

3vrel

◆
, S0,[8] = S0

✓
�↵

S
s

6vrel

◆
, S0,[3̄] = S0

✓
2↵S

s

3vrel

◆
, S0,[6] = S0

✓
�↵

S
s

3vrel

◆
. (3.11)

For the Coulomb potential, the function S0(⇣s) is given by

S0(⇣s) =
2⇡⇣s

1� e�2⇡⇣s
(3.12)

with ⇣s = ↵g,[R]/vrel = k[R] ↵s/vrel regulated by the color factor as in Eq. (3.3). At small

velocities, S0 ⇠ ⇣s ⇠ ↵g,[R]v
�1
rel and, depending on its sign, results in either an enhancement

(S0,[1] and S0,[3̄]) or a decrease (S0,[8] and S0,[6]) of the perturbative, tree-level cross-section.

Therefore, as soon as vrel . ↵g,[R], the Sommerfeld factor can have a sizable impact on the

cross-sections involved, so that the annihilation processes we discussed in Sec. 2 are a↵ected

significantly.

For annihilation processes that are dominated by velocity-dependent terms (see Table 1)

we should also take into account the Sommerfeld corrections to the di↵erent partial-wave

contributions. In fact, one can show (see, e.g., [35, 55, 56]) that each term of the squared

amplitude at a given ` must be multiplied by

S`(⇣) = S0(⇣)
`Y

k=1

✓
1 +

⇣
2

k2

◆
. (3.13)

Therefore, as described in footnote 4, at a given order in the momentum expansion, one

should in principle consider for each partial-wave term the corresponding S`. For instance,

in the v
2
rel term of the expansion of �vrel one needs to consider both an s-wave and a p-wave

term, which are corrected by S0 and by S1 = S0(1 + ⇣
2
s ), respectively. In what follows, we

will only take into account the dominant s-wave Sommerfeld corrections and will omit these

higher partial-wave contributions, since the latter come with factors that are equal to 1 plus

a correction ⇣
2
s / ↵

2
s, which is of order O(10�2).

3.2 Bound-state formation, ionization and decay

In a similar regime where the Sommerfeld e↵ect is relevant, color charged particles can also

form unstable bound states (BS) via the emission of a gluon (cf. Fig. 2):

X1 +X2 ! B(X1X2) + g. (3.14)

Due to the non-Abelian nature of the strong force, gluon radiation can be emitted both
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3.2 Bound-state formation, ionization and decay

In a similar regime where the Sommerfeld e↵ect is relevant, color charged particles can also

form unstable bound states (BS) via the emission of a gluon (cf. Fig. 2):

X1 +X2 ! B(X1X2) + g. (3.14)

Due to the non-Abelian nature of the strong force, gluon radiation can be emitted both
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At small velocities Can be positive or negative depending on the sign

For l partial waves 

neglect the Sommerfeld e↵ects for them.

In the last process in Eq. (3.10) we consider the case of distinguishable particles both in

the initial and in the final states. This is the situation, for example, for a Xi +Xj ! qi + qj ,

where i and j refer to two distinct flavours. By employing Eq. (3.6) in our model, the four

types of Sommerfeld factors needed are:
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For the Coulomb potential, the function S0(⇣s) is given by
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1� e�2⇡⇣s
(3.12)
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◆
. (3.13)
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Singlet States form the most attractive potential 

Does not work for light DM: Large Yukawa Exponential Suppression

Bohr radius needs to be smaller than inverse mass of force mediator
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A
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where
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✓
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↵s
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◆
(3.6)

is the s-wave Sommerfeld factor and where c[R] is a factor coming from the color decomposition

of the amplitude and marks the relative contribution of the R̂ initial state to the total cross-

section6. For the potentials illustrated in Eq. (3.4), one finds [35]

�3⌦3̄!ggvrel = �3⌦3̄!gg,0

✓
2

7
S0,[1] +
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◆
, (3.7)

�3⌦3̄!qq̄vrel = �3⌦3̄,0

�
f[1](gs, gDM)S0,[1] + f[8](gs, gDM)S0,[8]

�
, (3.8)

�3⌦3!qqvrel = �3⌦3!qq,0S0,[6], (3.9)

�3i⌦3j!qiqj = �3i⌦3j!qiqj ,0
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1

3
S0,[3̄] +

2

3
S0,[6]

◆
. (3.10)

The case of annihilation into a quark-antiquark pair is more involved, as it is not straightfor-

ward to decompose the color structure of the amplitude, due to the fact that both QCD- and

Yukawa-dominated diagrams contribute and interfere. In general, one needs to compute the

single color contribution of each term in the squared matrix element and then determine the

color weight factors, that we indicate here as general functions f[1] and f[8] of the couplings

involved (e.g., gs and gDM). Since in our model we encounter this situation only for processes

that are velocity suppressed across the vast majority of the parameter space, we choose to

5For works addressing electroweak forces in the long-range regime, we refer e.g. to Refs. [23–25, 53, 54].
6This factor actually depends on the orbital ` and spin s angular momenta of the initial scattering state,

as shown in [35]. Since we are interested only in color-charged scalars and by only considering the dominant
s-wave contribution(indicated by the subscript 0), we can directly employ the results for the ` = 0, s = 0 case.
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higher partial-wave contributions, since the latter come with factors that are equal to 1 plus
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s, which is of order O(10�2).

3.2 Bound-state formation, ionization and decay

In a similar regime where the Sommerfeld e↵ect is relevant, color charged particles can also

form unstable bound states (BS) via the emission of a gluon (cf. Fig. 2):

X1 +X2 ! B(X1X2) + g. (3.14)

Due to the non-Abelian nature of the strong force, gluon radiation can be emitted both
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X(†)

X(†)

g

B... ...

Figure 2: Feynman diagram for the radiative capture into a bound state of a scalar triplet pair
(either XX

†, XX, or X†
X

†. It consists of the (non-perturbative) initial and final state wavefunctions
of the incoming particles, and the perturbative 5-point function (the grey blob) that includes the
radiative vertex. The final state is then the bound state B and the radiated (on-shell) gluon g.

+ +

Figure 3: Tree-level contributions to the radiative vertex in Fig. 2. The leftmost diagram shows
the radiation from the gluon propagator, allowed by the non-Abelian nature of QCD. The other two
contributions come directly from the emission from an external leg.

scalar-antiscalar initial state are

(X +X
†)[8] !

�
B(XX

†)[1] + g
 
[8]
, (3.16a)

(X +X
†)[1] !

�
B(XX

†)[8] + g
 
[1S ]

, (3.16b)

(X +X
†)[8] !

�
B(XX

†)[8] + g
 
[8S ] or [8]A

. (3.16c)

Here assume that the two-particle initial state is either in the singlet or the octet represen-

tation. The final-state particles are the bound state B which belong to an irreducible color

representation and the emitted gluon g, is in the adjoint representation 8, by definition. The

combination of color algebras in the final states must match the one in the initial state. For

example, we see that when the initial state is a color singlet, we can only form an octet

bound state. The additional gluon that is emitted, combines with the bound state to form a

symmetric singlet representation 1S . However, as noted earlier, only the singlet potential is
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from the external legs (i.e., the wavefunctions of the colored particles forming the bound

state), or from a gluon propagator exchanged between the two incoming states, what we

call a radiative vertex, see Fig. 3. The wavefunction of the bound state is determined by

solving its corresponding Schrödinger equation. This results in a discrete energy spectrum,

with energy eigenvalues given by the binding energies En`m = �
2
/(2µn

2) with n being the

principal quantum number and µ the reduced mass of the two-particle system7.

The strong coupling is evaluated at the scale of the average momentum exchange of the

particles in the process. In particular, in the ladder diagram (cf. Fig. 2), the average mo-

mentum transfer between the bound-state wavefunctions is given by the Bohr momentum

[R̂] ⌘ µ↵
B

g,[R̂]
= µk[R̂] ↵

B

s,[R̂]
(cf. also Eq. (3.3)). For the strong coupling in the radia-

tive vertex in the BSF diagrams in Fig. 3, ↵BSF
s,[R̂]

, the expectation value of the momentum

exchanged is the same as the one of the emitted gluon |Pg| = !, with ! being the gluon

energy. From energy-momentum conservation, in the non-relativistic regime, ! must be ap-

proximately equal to the di↵erence between the relative kinetic energy of the initial scattering

states and the binding energy of the final bound state, neglecting their total kinetic energies8.

Q
BSF

⌘ ! ' Ek � En`m =
µ

2

h
v
2
rel + (↵B

g,[R̂]
)2
i
. (3.15)

Finally, for the emission of radiation directly from a mediator exchanged by the scatter-

ing states, as shown in Fig. 3, the momentum transfer is Q
NA

' |p � q| '

p
k2 + 2 =

µ

q
v
2
rel + ↵

B

g,[R̂]
2. Since k <<  when BSF is relevant, one can approximate this last expres-

sion as QNA
' [R̂] and ↵

NA
s,[1] ' ↵

B

s,[1]. For more details on the computation of the transition

amplitudes, we refer the reader to [33, 34], on which the formalism employed in this work is

based on. Note that the e↵ects of BSF on the relic density have also been considered in the

context of non-relativistic e↵ective field theories including non-zero temperature corrections

[32, 44, 57–62].

As described earlier in Sec. 2, the dark-sector (anti)scalars are color (anti)triplets. From

group algebra, the relevant decompositions for a scalar anti-scalar interaction into irreducible

representations of SU(3) for the radiative transitions are 3 ⇥ 3 = 1 + 8, 3 ⇥ 3 = 3 + 6 and

8⇥ 8 = 1S + 8S + 8A + 10A + 10S + 27S , such that the only allowed capture processes for a

7In the definition of the binding energy, we include for completeness ` and m, respectively the orbital and
the magnetic quantum numbers. These are not relevant for us, as for non-relativistic hydrogen-like systems
the energy of the bound states depend only on n.

8From energy-momentum conservation, one would actually have ! = Ek � En`m +(K2
�P2)/2M , with M

the total mass of the system and K and P the total scattering and bound state three-momenta, respectively.
However, in the non-relativistic regime, the total three-momenta are much smaller than the total energy and
the masses, so that the approximation shown holds.
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amplitudes, we refer the reader to [33, 34], on which the formalism employed in this work is

based on. Note that the e↵ects of BSF on the relic density have also been considered in the
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As described earlier in Sec. 2, the dark-sector (anti)scalars are color (anti)triplets. From

group algebra, the relevant decompositions for a scalar anti-scalar interaction into irreducible

representations of SU(3) for the radiative transitions are 3 ⇥ 3 = 1 + 8, 3 ⇥ 3 = 3 + 6 and

8⇥ 8 = 1S + 8S + 8A + 10A + 10S + 27S , such that the only allowed capture processes for a

7In the definition of the binding energy, we include for completeness ` and m, respectively the orbital and
the magnetic quantum numbers. These are not relevant for us, as for non-relativistic hydrogen-like systems
the energy of the bound states depend only on n.

8From energy-momentum conservation, one would actually have ! = Ek � En`m +(K2
�P2)/2M , with M

the total mass of the system and K and P the total scattering and bound state three-momenta, respectively.
However, in the non-relativistic regime, the total three-momenta are much smaller than the total energy and
the masses, so that the approximation shown holds.

– 14 –

X(†)

X(†)

g

B... ...

Figure 2: Feynman diagram for the radiative capture into a bound state of a scalar triplet pair
(either XX

†, XX, or X†
X

†. It consists of the (non-perturbative) initial and final state wavefunctions
of the incoming particles, and the perturbative 5-point function (the grey blob) that includes the
radiative vertex. The final state is then the bound state B and the radiated (on-shell) gluon g.

+ +

Figure 3: Tree-level contributions to the radiative vertex in Fig. 2. The leftmost diagram shows
the radiation from the gluon propagator, allowed by the non-Abelian nature of QCD. The other two
contributions come directly from the emission from an external leg.

scalar-antiscalar initial state are

(X +X
†)[8] !

�
B(XX

†)[1] + g
 
[8]
, (3.16a)

(X +X
†)[1] !

�
B(XX

†)[8] + g
 
[1S ]

, (3.16b)

(X +X
†)[8] !

�
B(XX

†)[8] + g
 
[8S ] or [8]A

. (3.16c)

Here assume that the two-particle initial state is either in the singlet or the octet represen-

tation. The final-state particles are the bound state B which belong to an irreducible color

representation and the emitted gluon g, is in the adjoint representation 8, by definition. The

combination of color algebras in the final states must match the one in the initial state. For

example, we see that when the initial state is a color singlet, we can only form an octet

bound state. The additional gluon that is emitted, combines with the bound state to form a

symmetric singlet representation 1S . However, as noted earlier, only the singlet potential is
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Capture into either singlet or octet states

attractive, and hence only the first of the processes above in Eq. 3.16 is relevant9.

For particle-particle interactions the following bound state formation processes are pos-

sible (analogous antiparticle-antiparticle interactions exist that we do not reproduce here):

(X +X)[3̄] !
�
B(XX)[6] + g

 
[3̄]
, (3.17a)

(X +X)[3̄] !
�
B(XX)[3̄] + g

 
[3̄]
, (3.17b)

(X +X)[6] !
�
B(XX)[3̄] + g

 
[6]
, (3.17c)

(X +X)[6] !
�
B(XX)[6] + g

 
[6]
. (3.17d)

In this work, we only take into account the e↵ects of singlet bound states, since they constitue

the dominant e↵ects (cf. Eq. 3.4). In fact, the BSF cross-section of a ([3̄]) bound state is

subject to cancellations arising on the level of the squared matrix element of the formation

process caused by the color structure of the process 10. Hence, in the following, we will focus

on the dominant e↵ect of the capture into the color-singlet ground state (n`m) = (100) (see

Eq. (3.16a)). Generally, excited states, can also open additional annihilation channels through

their direct decays into radiation or via bound-to-bound transitions and subsequent decays.

We neglect these e↵ects in the present work, and leave them for future improvement11.

For a scalar-antiscalar pair transforming in the fundamental representation and with

degenerate masses mX , the bound-state formation cross-section reads as [34]:

�
[8]![1]
{100} vrel =

27 172

35
⇡↵

BSF
s,[1]↵

B

s,[1]

m
2
X

SBSF(⇣S , ⇣B). (3.18)

Here, ↵BSF
s,[1] represents the strong coupling constant from the gluon emission vertex, while ↵B

s,[1]

arises from the ladder diagrams involving the bound state wavefunction. We will omit the

subscript [1] in the following. The SBSF function, arises from the overlap integrals involving

the scattering-state and the bound-state wavefunctions and reads as

SBSF(⇣S , ⇣B) =

✓
2⇡⇣S

1� e�2⇡⇣S

◆
(1 + ⇣

2
S)

⇣
4
B
e
�4⇣S arccot(⇣B)

(1 + ⇣
2
B
)3

. (3.19)

Here, ⇣S ⌘ ↵
S
g /vrel and ⇣B ⌘ ↵

B
g /vrel parameterize the ratios between the strong coupling

9The octet bound state could still have a significant role when a further attractive long-range interaction is
present. One example are Higgs-mediated processes in the limit of heavy initial state particles. In fact, being
the Higgs a real scalar, it always leads to an attractive force, which counteracts (enhances) the repulsiveness
(attractiveness) of the gluonic potential [42, 43].

10We illustrate the e↵ect of these cancellations in Appendix A.
11During the completion of this manuscript, two preprints including and discussing excited-state contribu-

tions on DM abundance appeared [38, 63]. As shown there, the qualitative prediction is not altered significantly,
apart for the zero mass-splitting case. For example, in the single-generation dR model analyzed in Ref. [38],
the shift in the largest possible DM mass is found to be at the percent level for mass splittings �m & few
GeV, while only for �m = 0 the same amounts to O(25%).
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Color Decomposition and Bound States Effect : Ionisation

Bound States can be ionized Energetic Gluons in the thermal Plasma and dissociate into constituents : High Temperature  

or can directly decay to constituents 

where the relation between the ionization cross-section �ion and the BSF cross-section follows

from the Milne relation (see for example Appendix D of [34]). Here, gX = 3, gg = 8 and gB
are the internal degrees of freedom of the scalar triplets, the gluons and the bound-states,

respectively, and where µ = mX/2 in our model. For the capture into the singlet-state, we

simply have gB,[1] = 1. Importantly, we see that the ionization rate becomes exponentially

suppressed for T . !, as already anticipated.

The decay rate �dec,[R] of a ` = 0 bound state in a given representation R into gauge

bosons is computed by taking the s-wave perturbative annihilation cross-section times rela-

tive velocity of the corresponding scattering states and multiplying it with the bound state

wavefunction evaluated at the origin:

�dec,[R] = (�s-waveann,[R] vrel)| 
[R]
n00(0)|

2
. (3.22)

Considering the color-singlet ground state decaying into a pair of gluons, one obtains from

Eq. (3.18) and from13
| 

[1]
100(0)|

2 = 8m3
X
(↵B

s,[1])
3
/27⇡ that

�dec,[1] =
32

81
mX(↵ann

s )2(↵B

s,[1])
3
. (3.23)

The formation and subsequent decay of bound states involving dark sector particles can there-

fore a↵ect the DM relic abundance by e↵ectively opening up a new annihilation channel. In

fact, these e↵ects must be incorporated as additional terms into the system of coupled Boltz-

mann equations that controls the evolution of the number densities of bound and unbound

particles. By assuming that bound-states are meta-stable and close-to-equilibrium (implying

that their number density YB is almost constant, dYB/dx ⇡ 0) one can describe the convoluted

system of Boltzmann equations in an e↵ective manner [27]. This assumption is reasonable as

long as chemical equilibrium is assured between free particles (a premise we already made)

and that the processes involving the bound-states (formation, ionization, rapid decays, level-

transitions, etc.) are fast enough to exceed the Hubble expansion, which is indeed the case for

temperatures larger than their binding energies (see also Ref. [63] for a recent more detailed

argumentation).

In a very similar fashion as for the bare co-annihilation scenario, we can now consider

a single Boltzmann equation for the total number density of the dark sector particles (cf.

Eq. (2.3)). The e↵ects introduced by BSF can in fact be reabsorbed into an e↵ective thermally-

averaged BSF cross-section a↵ecting the evolution of the X number density and, thus, the

total one, as shown in [27]. This e↵ective contribution is given by

h�BSFvrelie↵ ⌘ h�
[8]![1]
BSF vreli

⌦
�dec[1]

↵
⌦
�dec[1]

↵
+
⌦
�ion,[1]

↵ , (3.24)

where angular parentheses indicate thermal averaging.

13For the ground-state (n`m) = (100), we have  100(r) =
p
3/⇡ exp(�r), where  = µ↵B

g .
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Formation and Subsequent annihilation of Bound States open up a new annihilation channel 

Incorporated in a system of coupled Boltzmann Equations 
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At Large Temperatures : Ionisation processes dominates over decays -> Effective Contribution of Bound States in dark sector 
evolution is negligible.

Relic density is independent of contribution of Bound States


As Universe cools down decays dominate, efficiently depleting the dark sector,  ionisation rate is exponentially suppressed 

We notice that, at large temperatures the ionization processes are much more e�cient

than bound state decays, hence the e↵ective contribution of bound states in the dark sector

evolution is negligible at these temperatures so that the relic density calculation is actually

independent on the BSF cross-section. As the universe cools down, the ionization rate be-

comes exponentially suppressed and, eventually, decay processes will dominate, e�ciently

depleting the dark sector scalars, so that the e↵ect of BSF on the Boltzmann equation will be

potentially relevant even at temperatures close to the bound state binding energy (T & EB).

Since in our model we consider bound states formed by three (six) types of colored scalar

pairs in the uR and dR (qL) models, the BSF contribution will be given by the sum of three

(six) terms like Eq. (3.24). In this spirit, we can write the total annihilation cross-section

for the Xi particle of flavour i by adding these terms to each h�
XiX

†
i
vreli. Summing over all

the flavours, we obtain the following total e↵ective annihilation cross-section for the X color

triplet scalars:

h�XX†vrelie↵ =
X

i

✓
h�

XiX
†
i
vreli+ h�

[8]![1]
BSF vreli

�dec[1]

�dec[1] + �ion,[1]

◆
. (3.25)

This quantity supersedes the naiveXX
† annihilation cross-section in the first term in Eq. (2.11).

Again, the importance of the new term becomes relevant at later times, where BSF can e�-

ciently deplete the relic density way beyond the typical scales of thermal freeze-out via late

decays of the dark sector bound states (see, e.g., Fig. 6 in [34]).

At this point, we would like to stress a non-trivial consideration. Given the fact that

the color triplet scalars forming the bound states are unstable against Yukawa-mediated

decays into DM and a quark, one could potentially encounter the situation in which the

lifetime of a constituent particle is comparable or even shorter than the bound state lifetime

itself, for example for large values of gDM. In this situation, the bound state could decay to

B(XX
†) ! X

†+(�+q) and this eventuality needs to be included when writing the Boltzmann

equation. Although this additional decay channel might appear to play only the role of a

bound state destroyer, thereby reducing the e↵ect of BSF in depleting the DM abundance,

by exploiting the principle of detailed balance in equilibrium, also the opposite reaction

X
† + �+ q ! B(XX

†) must be considered. This sort of bound-state inverse decay provides

an additional competing formation channel: its contribution can be recast into an e↵ective

BSF cross-section, with a form equivalent to Eq.(3.24). We refer the reader to Appendix B,

for a treatment of the problem. E↵ectively, by assuming that the constituent-decay of the

bound state is regulated by gDM, we show in Eq.(B.11) that the e↵ective cross-section must

be a monotonically-increasing function of the coupling gDM. In this sense, by neglecting the

constituents decay, one is e↵ectively considering the most conservative estimate of the e↵ect

of bound states on the DM abundance evolution. We leave a more detailed analysis of this

e↵ect for future work.

Notice that, in principle, bound states between colored scalars of same and di↵erent flavor

i and j could exist, since their formation does not depend on the flavour structure. This is
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Process Contribution to h�vi vrel Color Structure BSF
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2
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DMg

2
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�x�
v
0
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Table 1: Summary of the most relevant processes contributing to the (co-)annihilation of
DM (the corresponding Feynman diagrams are depicted in Fig. 1). In the second column,
we present the coupling structure combined with the suppression factor caused by the mass
splitting � in the dark sector. Here, ggauge generically represent the gauge coupling in the
vertex qq̄A, with A being the involved gauge boson (these are g, �, Z, and W

±, although the
latter applies only to the qL model). In the XX

†
! qq̄ process, ↵ and � generically indicate

the contribution from the Yukawa- and the gluon-mediated process. The third column shows
the dominant velocity dependence of �vrel in the limit of low relative velocities. A distinction
between massive and massless quark is also highlighted, with the latter being the most relevant
case for our analysis. The fourth column gives the decomposition of the squared matrix
element into the individual contributions of di↵erent color configurations [R̂], with f1 and f8

being some functions of the coupling constants. The fifth column indicates the ability of the
initial-state particles to form (3) or not to form (7) a bound state and a 3 corresponds to
the suppressed BSF when these are not in conjugate representations.

cross-sections can have very di↵erent magnitudes.

In Tab. 1, we highlight the contributions to h�e↵vreli as a function of the couplings involved and

of the relative mass-splitting � (second column). Moreover, we show the dominant velocity-
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Sommerfeld Enhancement and Bound States Effect : Implementation
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Figure 4: Mass splitting �m = mX �mDM vs. DM mass (mDM) in the three models here consid-
ered: uR (top), dR (middle), and qL (bottom). The bands correspond to the observed DM relic density
within a 5� uncertainty according to [1]. We show the results by progressively including the pertur-
bative contribution only (dotted lines), Sommerfeld corrections (dashed lines) and further inclusion of
formation and decay of bound states of the colored triplet scalars (solid lines). The two-color scheme
refers to two benchmark values of the Yukawa coupling: gDM = 1 (blue) and gDM = 10�2 (orange).
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The analysis leading to these conclusions is organized as follows: In section 2, we give

a detailed description of the simplified t-channel models analyzed and the relevant processes

for the relic abundance calculation. In section 3, we illustrate some theoretical aspects of SE

and BSF in the simplified t-channel model and we discuss their impact on the relic density

and the model parameters in 4. In section 5, we summarize the constraints utilized from

spin-independent and spin-dependent searches, while in section 6, we explain how we exploit

prompt collider searches, including the search for BSF at the LHC, and long-lived particle

signatures. Finally, in section 7, we present our combined results and we elaborate on the

interplay of the various constraints and their potential to exclude parts of the parameter

space. Most importantly, we discuss the impact of SE and BSF on the estimation of the

correct exclusion limits. Moreover, we show the corresponding projected exclusion constraints

from future experiments and highlight the potential reach of long-lived particle searches and

of searches for dark sector bound states at the colliders. We conclude in section 8.

2 Simplified t-channel models and Dark Matter Cosmology

In this section, we briefly describe the t-channel simplified model [16–18, 37, 40] as well as

the various thermally averaged cross-sections that are relevant for evaluating the DM relic

abundance. The t-channel model we consider consists, in addition to the SM, a SM-singlet

Majorana fermion � which is the lightest dark sector particle, and three color-triplet complex

scalar fields Xi (i indicates the generation) which interact with � and the SM quarks via a

Yukawa coupling gDM. The scalars are charged under the SM gauge group (SU(3)⇥SU(2))Y
and its simplest form there are three possible quantum number assignments possible:

(3, 1)2/3, (3, 1)�1/3, (3, 2)�1/6. (2.1)

The three possible choices of the mediator’s quantum numbers correspond to three di↵erent

models, which we label as the uR, dR and qL models, respectively.

The dark sector features a Z2 symmetry such that � is the lightest stable particle and

our DM candidate. The interaction Lagrangian of the dark sector particles is thus given by:

L �

X

i

(DµXi)
†(Dµ

Xi) +
X

i,j

⇣
gDM,ijX

†
i
�̄PRqj + g

⇤
DM,ijXiq̄jPL�

⌘
, (2.2)

where Dµ is the covariant derivative and the index i runs over the quark and mediator flavours

of the model considered (up-type right-handed quarks, down-type right-handed quarks and

left-handed quarks). PL and PR are the left and right handed projectors respectively. The

Yukawa couplings,gDM , are chosen to be real valued, flavour-diagonal and flavour-universal

for simplicity, implying that gDM,ij = gDM�ij
1.

1In general it is possible to go beyond this approximation by allowing for o↵-diagonal Yukawa couplings,
which can be constrained by flavor observables as for instance top quark flavor changing neutral currents [41].
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Figure 4: Mass splitting �m = mX �mDM vs. DM mass (mDM) in the three models here consid-
ered: uR (top), dR (middle), and qL (bottom). The bands correspond to the observed DM relic density
within a 5� uncertainty according to [1]. We show the results by progressively including the pertur-
bative contribution only (dotted lines), Sommerfeld corrections (dashed lines) and further inclusion of
formation and decay of bound states of the colored triplet scalars (solid lines). The two-color scheme
refers to two benchmark values of the Yukawa coupling: gDM = 1 (blue) and gDM = 10�2 (orange).
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Figure 4: Mass splitting �m = mX �mDM vs. DM mass (mDM) in the three models here consid-
ered: uR (top), dR (middle), and qL (bottom). The bands correspond to the observed DM relic density
within a 5� uncertainty according to [1]. We show the results by progressively including the pertur-
bative contribution only (dotted lines), Sommerfeld corrections (dashed lines) and further inclusion of
formation and decay of bound states of the colored triplet scalars (solid lines). The two-color scheme
refers to two benchmark values of the Yukawa coupling: gDM = 1 (blue) and gDM = 10�2 (orange).
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Direct Detection 101
Look for elastic scattering of WIMPS with nuclei.

3 PRINCIPLES OF WIMP DIRECT DETECTION

WIMP-nucleus cross section, d�/dE shown in equation 4, can be written as the sum of

a spin-independent (SI) contribution and a spin-dependent (SD) one,

d�

dE
=

mA

2µ2
Av

2
· (�SI

0 · F
2
SI(E) + �

SD
0 · F

2
SD(E)). (8)

The WIMP-nucleus reduced mass is described by µA. For spin independent interactions,

the cross-section at zero momentum transfer can be expressed as

�
SI
0 = �p ·

µ
2
A

µ2
p

· [Z · f
p + (A� Z) · fn]2 (9)

where f p,n are the contributions of protons and neutrons to the total coupling strength,

respectively, and µp is the WIMP-nucleon reduced mass. Usually, f p = f
n is assumed

and the dependence of the cross-section with the number of nucleons A takes an A
2

form. The impact of f p
6= f

n (isospin-violating dark matter) on experimental results

is discussed in [111]. The form factor for SI interactions is calculated assuming the

distribution of scattering centres to be the same as the charge distribution derived from

electron scattering experiments [105]. Commonly, the Helm parameterisation [112] is

used to describe the form factor. Recent shell-model calculations [113] show that the

derived structure factors are in good agreement with the classical parameterisation.

To visualise the e↵ect of the target isotope and the form-factor correction, figure 2

(left) shows the event rate given in number of events per keV, day and kg (equation 4)

for spin-independent interactions in di↵erent target materials: tungsten in green, xenon

in black, iodine in magenta, germanium in red, argon in blue and sodium in grey.

A WIMP mass of 100GeV/c2 and a cross-section of 10�45 cm2 are assumed for the

calculation. In these curves both the A
2 dependence of the cross-section and the form

factor correction a↵ect the shape of the energy spectrum. Heavier elements profit from

the A2 enhancement with a higher event rate at low deposited energies but the coherence

loss due to the form factor suppresses the event rate especially at higher recoil energies.

Therefore, for lighter targets a low energy threshold is of less relevance than for the

heavier ones. Figure 2 (right) shows separately the WIMP mass and the form factor

e↵ect on the di↵erential event rate without considering the nuclear recoil acceptance

and the energy threshold of the detector. Solid lines show the expected rates for a

100GeV/c2 WIMP as in the left figure for a heavy and a light target as indicated in

green (tungsten) and blue (argon), respectively. In comparison to the heavy WIMP

mass the rates for a 25GeV/c2 dark matter particle (dashed line) drop steeper as the

momentum transfer is smaller. The form factor correction for a heavy target is more

important than for light targets. This can be seen by the dotted lines representing rates

for a 100GeV/c2 WIMP, calculated without the form factor correction.

For spin-dependent interactions, the form factor is written in terms of the

spin structure function whose terms are determined from nuclear shell model

calculations [114][115]. A common practice is to express the cross-section for the

interaction with protons and with neutrons

�
SD
0 =

32

⇡
µ
2
A ·G

2
F · [ap · hS

p
i+ an · hS

n
i]2 ·

J + 1

J
. (10)
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4 Calculating the SI Cross-section: taken from ref. [1]

The SI cross section of the WIMP with target nuclei T is expressed compactly in terms
of the SI coupling of the neutralino with nucleon fN (N = p, n) [8];

�
T

SI =
4

⇡

✓
MmT

M +mT

◆2

|npfp + nnfn|
2
, (33)

wheremT is the mass of target nucleus, and np and nn are proton and neutron numbers
in the target nucleus, respectively. The SI coupling of the neutralino with nucleon is given
by the coe�cients and matrix elements of the e↵ective operators in

fN/mN =
X

q=u,d,s

fqfTq +
X

q=u,d,s,c,b

3

4
(q(2) + q̄(2))

�
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The matrix elements of the e↵ective operators are expressed by using nucleon mass as

hN |mq q̄q|Ni/mN ⌘ fTq ,

1�
X

u,d,s

fTq ⌘ fTG ,

hN(p)|Oq

µ⌫
|N(p)i =

1

mN

(pµp⌫ �
1

4
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4
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2
N
gµ⌫) G(2) . (35)

In the matrix elements of twist-2 operators, q(2), q̄(2) and G(2) are the second moments
of the parton distribution functions (PDFs) of quark, antiquark and gluon, respectively,

q(2) + q̄(2) =

Z 1

0

dx x [q(x) + q̄(x)] ,

Nuclear matrix elements

!19

0.94fG + 0.09fq + 0.29(g(1)G + g(2)G ) + 0.46(g(1)q + g(2)q )
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used to describe the form factor. Recent shell-model calculations [113] show that the

derived structure factors are in good agreement with the classical parameterisation.

To visualise the e↵ect of the target isotope and the form-factor correction, figure 2

(left) shows the event rate given in number of events per keV, day and kg (equation 4)

for spin-independent interactions in di↵erent target materials: tungsten in green, xenon

in black, iodine in magenta, germanium in red, argon in blue and sodium in grey.

A WIMP mass of 100GeV/c2 and a cross-section of 10�45 cm2 are assumed for the

calculation. In these curves both the A
2 dependence of the cross-section and the form

factor correction a↵ect the shape of the energy spectrum. Heavier elements profit from

the A2 enhancement with a higher event rate at low deposited energies but the coherence

loss due to the form factor suppresses the event rate especially at higher recoil energies.

Therefore, for lighter targets a low energy threshold is of less relevance than for the

heavier ones. Figure 2 (right) shows separately the WIMP mass and the form factor

e↵ect on the di↵erential event rate without considering the nuclear recoil acceptance

and the energy threshold of the detector. Solid lines show the expected rates for a

100GeV/c2 WIMP as in the left figure for a heavy and a light target as indicated in

green (tungsten) and blue (argon), respectively. In comparison to the heavy WIMP

mass the rates for a 25GeV/c2 dark matter particle (dashed line) drop steeper as the

momentum transfer is smaller. The form factor correction for a heavy target is more

important than for light targets. This can be seen by the dotted lines representing rates

for a 100GeV/c2 WIMP, calculated without the form factor correction.
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4 Calculating the SI Cross-section: taken from ref. [1]

The SI cross section of the WIMP with target nuclei T is expressed compactly in terms
of the SI coupling of the neutralino with nucleon fN (N = p, n) [8];

�
T
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4
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MmT

M +mT

◆2

|npfp + nnfn|
2
, (33)

wheremT is the mass of target nucleus, and np and nn are proton and neutron numbers
in the target nucleus, respectively. The SI coupling of the neutralino with nucleon is given
by the coe�cients and matrix elements of the e↵ective operators in

fN/mN =
X

q=u,d,s
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The matrix elements of the e↵ective operators are expressed by using nucleon mass as

hN |mq q̄q|Ni/mN ⌘ fTq ,
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In the matrix elements of twist-2 operators, q(2), q̄(2) and G(2) are the second moments
of the parton distribution functions (PDFs) of quark, antiquark and gluon, respectively,

q(2) + q̄(2) =

Z 1

0

dx x [q(x) + q̄(x)] ,

Nuclear matrix elements

!19

0.94fG + 0.09fq + 0.29(g(1)G + g(2)G ) + 0.46(g(1)q + g(2)q )
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Direct Detection 101
Look for elastic scattering of WIMPS with nuclei.

3 PRINCIPLES OF WIMP DIRECT DETECTION

WIMP-nucleus cross section, d�/dE shown in equation 4, can be written as the sum of

a spin-independent (SI) contribution and a spin-dependent (SD) one,

d�

dE
=

mA

2µ2
Av

2
· (�SI

0 · F
2
SI(E) + �

SD
0 · F

2
SD(E)). (8)

The WIMP-nucleus reduced mass is described by µA. For spin independent interactions,

the cross-section at zero momentum transfer can be expressed as

�
SI
0 = �p ·

µ
2
A

µ2
p

· [Z · f
p + (A� Z) · fn]2 (9)

where f p,n are the contributions of protons and neutrons to the total coupling strength,

respectively, and µp is the WIMP-nucleon reduced mass. Usually, f p = f
n is assumed

and the dependence of the cross-section with the number of nucleons A takes an A
2

form. The impact of f p
6= f

n (isospin-violating dark matter) on experimental results

is discussed in [111]. The form factor for SI interactions is calculated assuming the

distribution of scattering centres to be the same as the charge distribution derived from

electron scattering experiments [105]. Commonly, the Helm parameterisation [112] is

used to describe the form factor. Recent shell-model calculations [113] show that the

derived structure factors are in good agreement with the classical parameterisation.

To visualise the e↵ect of the target isotope and the form-factor correction, figure 2

(left) shows the event rate given in number of events per keV, day and kg (equation 4)

for spin-independent interactions in di↵erent target materials: tungsten in green, xenon

in black, iodine in magenta, germanium in red, argon in blue and sodium in grey.

A WIMP mass of 100GeV/c2 and a cross-section of 10�45 cm2 are assumed for the

calculation. In these curves both the A
2 dependence of the cross-section and the form

factor correction a↵ect the shape of the energy spectrum. Heavier elements profit from

the A2 enhancement with a higher event rate at low deposited energies but the coherence

loss due to the form factor suppresses the event rate especially at higher recoil energies.

Therefore, for lighter targets a low energy threshold is of less relevance than for the

heavier ones. Figure 2 (right) shows separately the WIMP mass and the form factor

e↵ect on the di↵erential event rate without considering the nuclear recoil acceptance

and the energy threshold of the detector. Solid lines show the expected rates for a

100GeV/c2 WIMP as in the left figure for a heavy and a light target as indicated in

green (tungsten) and blue (argon), respectively. In comparison to the heavy WIMP

mass the rates for a 25GeV/c2 dark matter particle (dashed line) drop steeper as the

momentum transfer is smaller. The form factor correction for a heavy target is more

important than for light targets. This can be seen by the dotted lines representing rates

for a 100GeV/c2 WIMP, calculated without the form factor correction.

For spin-dependent interactions, the form factor is written in terms of the

spin structure function whose terms are determined from nuclear shell model

calculations [114][115]. A common practice is to express the cross-section for the

interaction with protons and with neutrons
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4 Calculating the SI Cross-section: taken from ref. [1]

The SI cross section of the WIMP with target nuclei T is expressed compactly in terms
of the SI coupling of the neutralino with nucleon fN (N = p, n) [8];

�
T
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4
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|npfp + nnfn|
2
, (33)

wheremT is the mass of target nucleus, and np and nn are proton and neutron numbers
in the target nucleus, respectively. The SI coupling of the neutralino with nucleon is given
by the coe�cients and matrix elements of the e↵ective operators in
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The matrix elements of the e↵ective operators are expressed by using nucleon mass as
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2
N
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In the matrix elements of twist-2 operators, q(2), q̄(2) and G(2) are the second moments
of the parton distribution functions (PDFs) of quark, antiquark and gluon, respectively,

q(2) + q̄(2) =

Z 1

0

dx x [q(x) + q̄(x)] ,

Nuclear matrix elements
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0.94fG + 0.09fq + 0.29(g(1)G + g(2)G ) + 0.46(g(1)q + g(2)q )
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Figure 7: 1-loop diagrams for the DM-gluon elastic scattering, which contribute to the spin-
independent DM-nucleon cross-section.

5 Limits on gDM from Direct Detection

To calculate direct detection constraints on the parameter space, we follow Ref. [37]19. Direct

detection (DD) constraints arise from the non-observation of DM-nuclei scattering on earth.

The constraints on the DM-nucleon cross-section come from spin-independent (SI) and spin-

dependent (SD) interactions. We use current spin-independent limits from Xenon-1T [4] and

spin-dependent limits from the PICO-60 experiment [5]. Future projections are considered for

the planned DARWIN experiment [67]. In our model, SD DM-nucleon scattering is mediated

at tree-level by the s-channel exchange of a colored mediator X and the SD DM-nucleon cross-

section increases with g
4
DM. For SI scattering however, due to the Majorana nature of the DM

candidate, the velocity unsuppressed tree-level contribution is absent. Thus, SI DM-nucleon

scattering is induced at the one-loop level, where it receives its dominant contribution from

the diagrams shown in Fig. 7. Just as in SD scattering, the parametric dependence to the

Yukawa coupling for the SI DM-nucleon cross-section also scales as g
4
DM. To compute the

spin-independent DM-nucleon scattering cross-section in this simplified model, we perform

a complete one-loop matching of the relevant Wilson coe�cients. Hereby, we consider all

possible diagrams and interference e↵ects. We also perform a renormalization group evolution

(RGE) from the scales of the mediator mass to the low-energy scale (' 1 GeV), relevant for

DM scattering with the heavy nucleon. A detailed account of this is provided in [37]. Including

the RGE evolution leads to an enhancement of roughly a factor of two at the amplitude level,

19See also [66].
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Majorana Fermion : Tree level Spin-Independent DD cross section vanishes  and up-type quarks mediated by ũ takes the form,
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where, in the second line, the propagator is expanded in the low momentum limit

and only leading terms are kept. As discussed in Section 3.1 and Appendix A, higher

order terms (which were dropped in Reference [11]) turn out to be important. In

the last line of Equation 3.1, we have dropped terms which are negligible in the non-

relativistic limit. Furthermore, we have dropped the quark mass from the expressions

above to simplify them. Majorana fermions are treated using the technology of

Refs. [20, 21]. Analogous results as above hold for dR and qL quarks mediated by

d̃ and q̃, respectively. The terms in the last line result in spin independent and

spin dependent scattering, respectively. However, since a Majorana fermion has a

vanishing vector bilinear (�̄�µ� = 0), only the SD terms are non-zero at this order1.

In order to assess the rate of SI scattering, it is necessary to go beyond the simple

leading order calculation.

Following the notation of Refs. [22] and [23] we write down the lagrangian for

the e↵ective field theory describing SI interactions with quarks and gluons,

L
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=
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q=u,d,s

L
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q
+ L
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g
, (3.2)
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+

g(2)
G

m2
�

�̄(i@µ)(i@⌫)� O(2)

g,µ⌫
.(3.4)

1 It is worth noting that this feature is a consequence of having a single type of mediator. In

theories with both Q̃ and either ũ or d̃ type mediators, there may be renormalizable interactions

involving both mediators and a Higgs boson, which would open up the possibility for tree level

spin-independent scattering.
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DD @ 1-Loop

The two terms in the last line of the equation above correspond to the spin independent
and spin dependent scattering. Since the majorana fermion has a vanishing vector bilinear
(�̄�µ

� ! 0), only the spin dependent term contributes. This result depends on an exact
cancellation of scalar (psedoscalar and tensor) quadrilinears which can give rise to SI
cross-sections. Writing the interactions as ũ⇤

�̄(a+ b�5)u, and using the relations in [3] we
find that the the matrix element will have terms / (a2 � b

2)�̄�ūu. This vanishes in the
case of maximal parity violation a = b.

From the discussion above we conclude that there is no bound on the spin-independent
scattering cross-section at tree level in the case of maximal parity violation. This however,
is not true at NLO. We will therefore determine the NLO contributions to this process.

Our first objective is to determine the wilson coe�cients for the operators in the
following e↵ective lagrangian that contributes to the SI cross-section [1].

L
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and where
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The Lagrangian involves Majorana fermions and we will use the Feynman rules as de-
rived in [4, 5]. Since the final states involve Majorana fermions diagrams with the fermion
flow in the loop reversed need to be included ( the di↵erent fermion flows correspond to
di↵erent currents).
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The two terms in the last line of the equation above correspond to the spin independent
and spin dependent scattering. Since the majorana fermion has a vanishing vector bilinear
(�̄�µ

� ! 0), only the spin dependent term contributes. This result depends on an exact
cancellation of scalar (psedoscalar and tensor) quadrilinears which can give rise to SI
cross-sections. Writing the interactions as ũ⇤

�̄(a+ b�5)u, and using the relations in [3] we
find that the the matrix element will have terms / (a2 � b

2)�̄�ūu. This vanishes in the
case of maximal parity violation a = b.

From the discussion above we conclude that there is no bound on the spin-independent
scattering cross-section at tree level in the case of maximal parity violation. This however,
is not true at NLO. We will therefore determine the NLO contributions to this process.

Our first objective is to determine the wilson coe�cients for the operators in the
following e↵ective lagrangian that contributes to the SI cross-section [1].

L
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The Lagrangian involves Majorana fermions and we will use the Feynman rules as de-
rived in [4, 5]. Since the final states involve Majorana fermions diagrams with the fermion
flow in the loop reversed need to be included ( the di↵erent fermion flows correspond to
di↵erent currents).
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Determine Wilson Coefficients for effective operators
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4 Calculating the SI Cross-section: taken from ref. [1]

The SI cross section of the WIMP with target nuclei T is expressed compactly in terms
of the SI coupling of the neutralino with nucleon fN (N = p, n) [8];

�
T
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|npfp + nnfn|
2
, (33)

wheremT is the mass of target nucleus, and np and nn are proton and neutron numbers
in the target nucleus, respectively. The SI coupling of the neutralino with nucleon is given
by the coe�cients and matrix elements of the e↵ective operators in
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The matrix elements of the e↵ective operators are expressed by using nucleon mass as

hN |mq q̄q|Ni/mN ⌘ fTq ,
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In the matrix elements of twist-2 operators, q(2), q̄(2) and G(2) are the second moments
of the parton distribution functions (PDFs) of quark, antiquark and gluon, respectively,

q(2) + q̄(2) =

Z 1

0

dx x [q(x) + q̄(x)] ,

Evaluate matrix element for the elastic scattering process 

in the non-relativistic limit.
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Direct Detection : RG evolution 

RGE
• Nucleon DM cross-sections at Non-Relativistic velocities.


• At what scale do we define coupling and masses? If at 
scale µ~0, then to compare with LHC we should run up. If 
at µ~LHC energy, then to compare we should run down.


• RGE not necessary if no comparisons being made at 
different energy scales.

µl µh

Direct 
Detection 

(MeV)

LHC 
(TeV)
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How we run 
Wilson coefficients 
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Strategy
• Calculate RGE in full Theory. 


• Apply matching conditions at each threshold of the theory.


• We will have to recalculate for every different model.


• Alternate approach available— RGE with EFT.
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Figure 1. Effective Field Theories used in this work. The fields mediating DM interactions with
the SM are integrated out at the scale ⇤. The operators of the SM� EFT are evolved down to
the EWSB scale, where electroweak states are integrated out. There a matching onto the EMSM�

EFT is performed. Finally, the operators are evolved down to the nuclear scale probed by direct
searches.

models where loop effects are the dominant contribution.
The only DM interactions at the nuclear scale relevant for direct detection involve

the u, d, s quarks, gluons and photons. However, many motivated models have mediator
fields coupling the DM particle to heavy SM states and/or leptons. In these cases the
main contribution to direct detection rates comes from loop effects. Furthermore, different
light quarks couplings yield direct detection cross sections which could differ by orders of
magnitude, as Goodman and Witten showed in their seminal paper [72]. If the mediator
fields induce suppressed couplings to light quarks (e.g. DM velocity-suppressed and/or spin-
dependent interactions), loop-induced couplings to non-suppressed operators are again the
dominant contribution. The best current experimental limits come from XENON100 [73]
and LUX [74], and will be significantly improved soon by SCDMS, XENON1T, DARKSIDE
G2 and LZ (see for example Ref. [75]). They rule out electroweak processes with Z boson
exchange by orders of magnitude, and are therefore powerful enough to put constraints even
on loop-induced processes.

The paper is structured as follows. The bases of independent operators for both the
EFTs in Fig. 1 as well as matching conditions at the EWSB scale are discussed in Sec. 2.
The RGE equations in both EFTs are presented in Sec. 3, with details on loop calculations
contained in App. B. The reader only interested in our results, not in their derivation,
can safely jump from Sec. 2 to Sec. 4, where we present the applications of our results to
spin-independent searches. Consistently with the spirit of this work, we focus on examples
where the DM has either suppressed couplings to light quarks or couplings only to heavy
SM states. In these cases our loop effects are the main contribution to spin-independent
direct detection rates. In App. D we give a straightforward recipe that allows one to apply
our results and constrain UV complete fermion WIMP models that give rise to dimension
6 effective operators. Sec. 5 contains our conclusions.

2 The Effective Theories for Singlet Fermion Dark Matter

Our conceptual starting point is a renormalizable model for a fermion DM field � that is a
SM gauge singlet. Interactions between � and the SM degrees of freedom  SM are due to

– 3 –

Fig. From: arXiv:1411.3342



Direct Detection : RG evolution 

Details of RGE
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Ignoring power corrections to vector currents and O(↵2
s
) corrections to axial currents.

We end up with trivial matching conditions.
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Figure 5: Schematic EFT matching and RGE. Taken from ref. [9].

5 RGE and matching of Wilson Coe�cients

We will perform RGE of the wilson coe↵s as prescribed in refs. [9, 10, 11]. We summarize
their results that our relevant for our calculation.

Listed in table 1 are the seven classes of QCD operators. Each of these classes trans-
forms irreducibly under continuous and discrete Lorentz transformations, and is separately
closed under renormalization.

For our purpose, as noted earlier, the only relevant operators are O
(0)
q , O(2)µ⌫

q , O(0)
g

and O
(2)µ⌫
g for SI cross-sections and V

µ

q
and A

µ

q
for SD cross-sections. RGE of these

operators Oi and their respective Wilson coe�cients ci are performed by determining
relevant anomalous dimensions �ij:

d

d log µ
Oi = ��ijOj ,

d

d log µ
ci = �jicj . (40)

Solving the RGE equations, the evolution of Wilson coe�cients from a high scale µh down
to a low scale µl can be written as

ci(µl) = Rij(µl, µh)cj(µh) . (41)

After evolving down to a scale of some heavy quark mass µ = mQ, the heavy quark is
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Evolve and Match at each threshold

Sum Rules  
Relate operators
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How important is RGE?

Gluonic spin-0 Wilson 
coeffs increase by factor 

of ~5.

Factor ~2 increase in matrix 
element when performing 

RGE.

Spin-2 Wilson coefficients 
do not run as strongly.

Factor ~4 enhancement in cross-section
!29

Direct Detection : RG evolution 



SI Limits (Loop) SD Limits (LO)

Constraints improve by an order of magnitude.

SI 
Xenon 1T

SD 
Pico-60

!32

Constraints from DD 



LHC constraints 

LHC Constraints
• Colored scalar mediator pair production— production cross-

section (mostly QCD) depends on mass of mediator alone. 


• Acceptance depends on mass of dark matter candidate 
also.


• Associated production of colored mediator and dark matter 
candidate— depends on all three model parameters.

↵2
s

↵2
DM

↵s↵DM

!33



K factors
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LHC constraints 

JHEP 05 (2019) 115



Complementarity of DD & LHC experiments

LHC Pair production
LHC Associated production

SI Limits

!36

SD Limits

LHC constraints 

JHEP 05 (2019) 115

Tools : FeynRules, NLOCT, MadGraph5_aMC@NLO, MadAnalysis5

Pure QCD

Independent of 


DM coupling (gDM)

�35



Full Impact in this seemingly trivial modelExperimental Constraints

RGE improved Direct Detection [Mohan et. al (2019)]

mono-jet + ETmiss search by ATLAS
[arXiv:1711.03301]

multi-jets + ETmiss search by CMS
[arXiv:1704.07781]

Mathias Becker PPC St. Louis, June 2022 9/14



Full Impact in this seemingly trivial model

perturbative only +Sommerfeld Effect +Bound State Formation

(mDM,�m) < (1TeV , 30GeV ) to (1.4TeV , 40GeV ) (Sommerfeld Effect) and
(2.4TeV , 50GeV ) (Bound State Formation)

Mathias Becker PPC St. Louis, June 2022 10/14

Determine gDM,0 for each data point (mDM,�m) such that DM is not overproduced.

Figure from [MB,Copello,Harz,Mohan,Sengupta(2022)]

Mathias Becker PPC St. Louis, June 2022 7/14



Bound State Formation at the LHC

Production Cross Section

�
�
pp ! B(XX

†)
�
=

⇡2

8m3
B
�
�
B(XX

†) ! gg
�
Pgg

⇣
mB

13 TeV

⌘

! try to observe the bound state resonance in �� final state. ATLAS (2017)

Efficient for all gDM small enough such that �X < EB , roughly speaking gDM . gs.

LLPs Prompt/DD

BSF@LHC

DM coupling strength

Mathias Becker PPC St. Louis, June 2022 11/14

Bound State formation at the LHC



Sommerfeld Effect + Bound State Formation

Limits at 37 � relatively weak in mass (⇠ 300 )
But huge potential: Closes the gap between prompt and LLP searches

Mathias Becker PPC St. Louis, June 2022 12/14

Sommerfeld Effect+Bound State Formation

• Highly testable: Parameter space almost completely probed
• Remember: HSCP not a strict exclusion here (BSF@LHC is!)
• Bound State effects enlarge the area still necessary to test

Mathias Becker PPC St. Louis, June 2022 12/14
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Bound State formation at the LHC

Determine gDM,0 for each data point (mDM,�m) such that DM is not overproduced.

Figure from [MB,Copello,Harz,Mohan,Sengupta(2022)]

Mathias Becker PPC St. Louis, June 2022 7/14



Potential of BSF@LHC

Note: We fix �m = 0.05mDM here!

Mathias Becker PPC St. Louis, June 2022 13/14

Determine gDM,0 for each data point (mDM,�m) such that DM is not overproduced.

Figure from [MB,Copello,Harz,Mohan,Sengupta(2022)]

Mathias Becker PPC St. Louis, June 2022 7/14

Bound State formation at the LHC



Conclusion

• Non-perturbative Effects can increase or decrease the annihilation cross
section of DM
! Cannot be handled by a flat correction factor!

• Non-perturbative Effects are non-neglible in scenarios of colored
coannihilation and open up small mass parameter space:
Viable Parameter space shifts from (mDM,�m) < (1TeV , 30GeV ) to
(1.4TeV , 40GeV ) (Sommerfeld Effect) and (2.4TeV , 50GeV ) (Bound State
Formation)
! Sommerfeld Effect alone not a good approximation!

• Bound State searches at colliders close the gap in "coupling space" between
prompt and long-lived-particle searches

Mathias Becker PPC St. Louis, June 2022 14/14

Conclusion



Direct Detection 101

and the SI operators
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The standard shorthand notation used in the above expressions read as,

A{µB⌫} = (AµB⌫ + A⌫Bµ)/2,

Dµ
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Dµ,
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The quantities fq, g(1)q and g(2)q are Wilson coe�cients generated by matrix ele-

ments with quarks in the initial and final states, whereas fG, g
(1)

G
and g(2)

G
are Wilson

coe�cients generated by matrix elements with gluons in the initial and final states.

Although the operators listed above do not form a complete basis, they are the set

of operators that are relevant and sizable for SI nuclear matrix elements.

In this language, the matrix element for dark matter participating in SI scattering

elastically with a target nucleon (N = {p, n}) is [24],
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where mN is the mass of the nucleon and fTq, fTG, q(2), q̄(2) and G(2) represent

hadronic matrix elements:
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The matrix elements of the light quarks (q = u, d, s) are determined from lattice

calculations of the pion nucleon sigma term,

⌃⇡N =
mu +md
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hN |(ūu+ d̄d)|Ni ,
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A{µB⌫} = (AµB⌫ + A⌫Bµ)/2,

Dµ

± = Dµ
±
 �
Dµ,

Dµ = @µ � igAA

µ
TA
� ieQAA

µ
,

 �
Dµ =

 �
@ µ + igAA

µ
TA + ieQAA

µ
. (3.6)
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ments with quarks in the initial and final states, whereas fG, g
(1)

G
and g(2)

G
are Wilson

coe�cients generated by matrix elements with gluons in the initial and final states.

Although the operators listed above do not form a complete basis, they are the set

of operators that are relevant and sizable for SI nuclear matrix elements.

In this language, the matrix element for dark matter participating in SI scattering
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And the matrix elements of the twist-2 operators are related to the second moments

of the parton distribution functions (PDFs):

[q(2) + q̄(2)] =

Z
1

0

dx x [q(x) + q̄(x)] ,

G(2) =

Z
1

0

dx x g(x) , (3.10)

where q(x), q̄(x) and g(x) are the PDFs of quarks, anti-quarks and gluons in N ,

respectively. We provide numerical values for the hadronic matrix elements in Ap-

pendix B.

3.1 Wilson Coe�cients

The Wilson coe�cients are determined by matching to matrix elements computed

in the simplified model. In this section, we perform this matching at scales of order

the mediator mass.

The leading contributions to the quark Wilson coe�cients fq, g
(1)

q and g(2)q arise

from the tree level diagrams of Figure 1, but at a higher order in expansion of the

propagator. For a single flavor of quark with massmq and its corresponding mediator

q̃ of mass Mq̃ (and denoted as M in shorthand), the Wilson coe�cients are

fq =
g2
DM

m�

16(M2 �m2
�
)2

,

g(1)
q

=
g2
DM

m�

8(M2 �m2
�
)2

,

g(2)
q

= 0 . (3.11)

Compared to the SD matrix elements in Equation 3.1, these Wilson coe�cients are

suppressed by an additional power of 1/(M2
� m2

�
). Details of the calculation can

be found in Appendix A. We have ommitted the quark mass from the denominators

in the expressions above, but use it in our numerical calculations.

The leading contribution to the gluonic Wilson coe�cients arise at one loop,

with representative Feynman diagrams shown in Figure 2 . The individual Wilson

coe�cients are extracted using projection operators, with detailed results relegated

to Appendix A.2. In the limit of small quark mass (mq ! 0),

fG '
↵sg2DM

m�

192⇡

(m2

�
� 2M2)

M2(M2 �m2
�
)2
, (3.12)

g(2)
G

m2
�

' ↵sg
2

DM

�2M2m2

�
+ 2

�
M2

�m2

�

�2
log

⇣
M

2

M2�m2
�

⌘
+ 3m4

�

48⇡m5
�

�
M2 �m2

�

�2 (3.13)
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Related to second moments of PDF
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B Numerical Values

We list here the various values that we have used in our numerical analysis. Light

quark masses are taken from PDG [55] and are defined in the MS scheme at µ =

2 GeV.

mu = 2.2 MeV, md = 4.7 MeV, ms = 95 MeV,

mc = 1.3 GeV, mb = 4.2 GeV, mt = 172 GeV,

mZ = 91.188 GeV, ↵s(mZ) = 0.1184,

mn = 0.9396 GeV mp = 0.9383 GeV . (B.1)

Values of hadronic matrix elements for the spin-0 operators evaluated at the

scale µ = 2 GeV are taken from reference [28] and are given below 6.

[fTu ]p = 0.018, [fTd
]
p
= 0.030, [fTs ]p = 0.043,

[fTu ]n = 0.015, [fTd
]
n
= 0.034, [fTs ]n = 0.043,

fTG |NNNLO = 0.80 . (B.2)

Here [fTx ]y corresponds to the contribution of the x quark to the nucleon matrix

elements for the nucleon y. fTG is determined using the sum rule

fTG = �
9↵S(µ)

4⇡�(µ)

"
1� (1 + �m(µ))

X

u,d,s

fTq

#
. (B.3)

Here �(µ) and �m(µ) are the QCD beta function and quark anomalous dimension

respectively. Here we calculate fTG by using expressions of �(µ) and �m(µ) up to

order N3LO in ↵s. For details on how to calculate fTG , see for example, Reference [28].

Hadronic matrix elements for twist-2 operators defined in Equation (3.4), also defined

at the scale µ = 2 GeV, are extracted from the CT14NNLO parton distribution

functions [38].

[u(2) + ū(2)]
p
= 0.3481,

⇥
d(2) + d̄(2)

⇤
p
= 0.1902,

[s(2) + s̄(2)]
p
= 0.0352, [c(2) + c̄(2)]

p
= 0.0107 ,

[G(2)]
p
= [G(2)]

n
= 0.4159 . (B.4)

When evaluating spin dependent cross-sections we use the following parameters for

nuclear axial vector currents [29, 58]

�u(p) = 0.84, �d(p) = �0.43, �s(p) = �0.09,

�u(n) = �d(p), �d(n) = �u(p), �s(n) = �s(p). (B.5)

6There are recent calculations for these parameters, see also [56, 57]
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nuclear axial vector currents [29, 58]

�u(p) = 0.84, �d(p) = �0.43, �s(p) = �0.09,

�u(n) = �d(p), �d(n) = �u(p), �s(n) = �s(p). (B.5)

6There are recent calculations for these parameters, see also [56, 57]
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A closer look at the Wilson Coefficients

• For light quarks, large logs dominate the loop integral.


• Including RGE ensures large logs cancel

g(1)G

m�
= ↵s↵DM


f1(mq,Mq̃L ,m�) log

✓
mq

Mq̃L

◆
+ f2(mq,Mq̃L ,m�)

�

!31

contribution in the dR model when the energy scale reduces from µh to µl with

µh > mb
3. To expand the RGE contribution, we note that the ratio ↵s(µh)/↵s(µl)

can be written as:
↵s(µh)

↵s(µl)
= 1 +

↵s(µh)�0

2⇡
log


µl

µh

�
, (3.26)

where �0 = 11� 2/3nf , which implies that the factor r(t) in the RGE is

r(t) =

✓
↵s(µl)

↵s(µh)

◆� 1
2�0

( 64
9 +

4
3 t)

' 1 +

�
64

9
+ 4

3
t
�
↵s(µh)

4⇡
log


µl

µh

�
. (3.27)

Expanding the RGE contribution to g(1)
G

from g(1)q and combining with the collinear

divergent term Equation. (3.15) yields:

�g(1)
G

����
µl

'
m�g2DM

72⇡2(M2

q̃
�m2

�
)2


3⇡↵s(µh) log

✓
µl

µh

◆

+ ↵s(Mq̃) log

✓
Mq̃

mb

◆✓
3⇡ � 5↵s(µh) log

✓
µl

µh

◆◆�
. (3.28)

To order ↵s, the collinear logs cancel provided one chooses µh = Mq̃ and µl = µb.

This procedure removes the large log dependence for the heavy quarks. For the light

quarks (u, d, s), whose masses are below the hadronic matching scale µl = 2 GeV,

the cancellation works as outlined above down to µl = 2 GeV, with the remaining

portion fo the divergence being absorbed into their MS masses at that scale.

3.3 Limits from Direct Searches

3.3.1 Spin Dependent Limits

The SD cross section is dominated by its tree level contribution at leading order in

the 1/Mq̃ expansion. A detailed discussion of the matching to the hadronic EFT can

be found in Ref. [29], ands results in the SD cross sections for the uR, dR, and QL

models [11]:

�uR
SD

=
3

16⇡

m2

N
M2

�

(mN +M�)2
g4
DM

(M2

d̃
�M2

�
)2
(�uN)2, (3.29)

�dR
SD

=
3

16⇡

m2

N
M2

�

(mN +M�)2
g4
DM

(M2

d̃
�M2

�
)2
(�dN +�sN)2, (3.30)

�qL
SD

=
3

16⇡

m2

N
M2

�

(mN +M�)2
g4
DM

(M2

d̃
�M2

�
)2
(�uN +�dN +�sN)2, (3.31)

3This works for all the qL and uR models as well, where the first threshold occurs at the top

quark mass. For the dR model the first threshold in the wilson coe�cients occurs at µ = mb and

the usual threshold at µ = mt still exists in the strong coupling ↵s.

– 14 –

g(1)
G

m�

'
↵sg2DM

96⇡m4
�

�
M2 �m2

�

�2


� 4m4

�
log(m/M)�m2

�

�
M2 + 3m2

�

�

+
�
M2

� 3m2
�

� �
M2 +m2

�

�
log

✓
1

M2 �m2
�

◆

+ 2
�
M4

� 2M2m2
�
� 3m4

�

�
log(M)

�
(3.14)

Compared to the quarkionic Wilson coe�cients these have the same power of

(M2
q̃
�m2

�
) but are suppressed by ↵s. This can also be seen from Fig. 2, which shows

the variation of the absolute value of the various quark and gluon wilson coe�cients as

a function of dark matter mass. For the figure we choose a representative parameter

space point corresponding to Mq̃ = 1 TeV, the quark mass to be the bottom quark

mass (mq = mb = 4.7 GeV) and the coupling to be gDM = 1.

The figure illustrates how all Wilson coe�cients increase in value as the di↵erence

between dark matter mass and mediator mass reduces, i.e. (M2
q̃
� m2

�
) ! 0. We

restrict our plot to the region where Mq̃ > m� so that � does not decay and remains

a stable particle. The figure also illustrates the point made earlier that gluonic

wilson coe�cients are at least an order of magnitude smaller than their quarkionic

counterparts. So at first glance we may consider ignoring gluonic wilson coe�cients.

However these terms are still important for two reasons. First, their corresponding

nuclear matrix elements are large. Second, as we will see in the next section, the

RGE e↵ects are strong, especially for the spin-0 gluonic term.

Before moving to the discussion about RGE of the Wilson coe�cients in detail,

we highlight a key feature to begin with. We note that while the quarkionic co-

e�cients fq and g1
q
have no dependence on quark mass, the gluonic coe�cients fG

,g(1)
G
and g(2)

G
fG do depend on the quark mass. In the expressions shown above we

take only the limit m ! 0 and see that the quark mass dependence drops out of fG
and g(2)

G
, which are therefore finite in the limit m ! 0. However, we observe that for

g(1)
G

in the limit m ! 0, dependence on quark mass does not drop out and the Wilson

coe�cient diverges logarithmically. The logratihmically diverging piece being

�g(1)
G

=
↵sg2DM

m�

24⇡(M2 �m2
�
)2

log

✓
M

m

◆
. (3.15)

On closer inspection, we find that the logarithmically diverging piece can be rewritten

in terms of the quark wilson coe�cient as follows

�g(1)
G

= g1
q

↵s

3⇡
log

✓
M

m

◆
. (3.16)
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5.2 Scalar and Tensor Operators for quarks and gluons

The renormalization matrix can be expressed as follows:

R =

0

BBBBB@

Rqg

I(Rqq �Rqq0) + JRqq0
...

Rqg

Rgq · · · Rgq Rgg

1

CCCCCA
, (46)

where the nf ⇥ nf matrices I and J are respectively the identity matrix and the matrix
with all elements equal to unity.

For the scalar operators we have

R
(0)
qq

= 1 , R
(0)
qg

= 2[�m(µh)� �m(µl)]/�̃(µh) , (47)

R
(0)
gq

= 0 , R
(0)
gg

= �̃(µl)/�̃(µh) (48)

(49)

For spin-2 operators we have

R
(2)
qq

�R
(2)
qq0 = r(0) +O(↵s) , R

(2)
qq0 =

1

nf

h16r(nf ) + 3nf

16 + 3nf

� r(0)
i
+O(↵s) , (50)

R
(2)
qg

=
16[1� r(nf )]

16 + 3nf

+O(↵s) , (51)

R
(2)
gq

=
3[1� r(nf )]

16 + 3nf

+O(↵s) , R
(2)
gg

=
16 + 3nfr(nf )

16 + 3nf

+O(↵s) (52)

(53)

Here

r(t) =

✓
↵s(µl)

↵s(µh)

◆� 1
2�0

( 64
9 + 4

3 t)
. (54)

5.2.1 Matching conditions

The matching matrix is written out as follows

M =

0

BBBB@

1 0 0
. . .

...
...

1 0 0

0 · · · 0 MgQ Mgg

1

CCCCA
. (55)

The entries of the matrix are
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+ 756 log

µQ
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µQ
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#
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f
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�
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s (µQ)

⇡

!3 
1

3�
(nf )
0

!4

hO0(0)
Q i4 +O(↵4

s) , (39)

where the scale independent quantity � ⌘
P

q=u,d,s,...hO
(0)
q i/mN is the sum of light quark scalar

matrix elements in the nf -flavor theory. The result for hO0(0)
Q i4 can be found in Appendix B. The

functions MgQ, MqQ and the relation between ↵
(nf )
s (µQ) and ↵

(nf+1)
s (µQ) are also given in Ref. [48]

in terms of the pole mass m(pole)
Q , and we check that the resulting matrix element hO0(0)

Q i is consistent

with the relation between mQ and m(pole)
Q given in Ref. [50].

In Sec. 4, we employ this solution to determine the charm scalar matrix element in the 4-flavor
theory in terms of light quark scalar matrix elements measured in 3-flavor lattice QCD. We note
that the solutions for Mqq, Mqq0 and Mgq, imply the equality of light quark scalar nucleon matrix
elements in nf and nf + 1 flavor theories, up to power corrections,

hO0(0)
q i = hO(0)

q i+O(1/mQ) . (40)

Further iteration of these solutions determine scalar matrix elements for the bottom and top quarks.
Our result in Eq. (39) disagrees with the result given in Eq. (B9) in Appendix B of Ref. [51]. In

particular, the expression for hO0(0)
Q i given there implies results for MgQ and MqQ that do not agree

with those of Ref. [48] beyond leading order. Moreover, employing the result of Ref. [51] in (34)
yields the NLO result for arbitrary µQ, Mgg = 1+O(↵2

s), in disagreement with Ref. [47]. A complete
comparison cannot be made since Ref. [51] does not specify a scheme choice for the heavy quark
mass, however MgQ at O(↵2

s), MqQ at O(↵3
s) and Mgg at O(↵s) are independent of scheme choice.

In terms of the matrix element hO0(0)
Q i, the O(↵s) piece di↵ers by terms proportional to log

µQ

mQ
, while

the O(↵2
s), O(↵3

s) and O(↵4
s) pieces disagree even at µQ = mQ. The scalar matrix element for a heavy

quark was also determined in Ref. [52], however a clear comparison is not straightforward given the
details presented there.13

3.6 Low-energy coe�cients

To summarize, the matrices R given in Table 5 of Sec. 3.3 and M given in Table 6 of Secs. 3.4 and 3.5
completely specify the mapping of coe�cients down to low energies. For example, coe�cients ci(µt)
defined in the five-flavor theory at scale µt are mapped onto coe�cients ci(µ0) defined in the 3-flavor
theory at scale µ0 as

cj(µ0) = Rjk(µ0, µc)Mkl(µc)Rlm(µc, µb)Mmn(µb)Rni(µb, µt)ci(µt) . (41)

Having determined these coe�cients, we proceed to analyze the relevant nucleon matrix elements.

13The result in Ref. [52] has the scaling hO
(0)
Q i / (1� �), which does not agree with Eq. (39) and Ref. [51].
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Figure 6: Variation of wilson coe�cients with the scale µ for the QL model.
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Figure 3: Relevant Feynman diagrams for the scattering of DM particles with gluons.
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Figure 4: NLO (↵2
DM

and ↵DM↵s) contributions to quark-DM scattering. Generated with
Feynarts.
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We define Mandelstam variables as usual as

S = (k1 + k2)
2
, T = (k1 � k3)

2
, U = (k1 � k4)

2

S +T + U = 2m2
�

(27)

Our strategy is to:

1. Replace the polarization vectors in the amplitude ✏
µ1✏

µ
2
! X

µ1µ2 , where X =
{A,B,C} are the vertices defined above.

2. Choose a specific phase space point to simplify the expressions: U = m
2
�
� S/2 and

T = m
2
�
�S/2. This choice corresponds to the scattering angle ✓ = ⇡/2 in the CMS

frame.
3. Expand the resulting expressions in powers of S and match the coe�cient of S2
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3.2.1 Final Results
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Define Projection Operators

Multiply with loop Integrals and solve for Wilson coefficients after performing an 
expansion in energy
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2.2 Potential and the running of the coupling

The interaction between X1 and X2 can be decomposed into irreducible representations,

R1 ⊗R2 =
∑

R̂

R̂ . (2.12)

For each R̂, the interaction is described in the non-relativistic regime by a static Coulomb

potential [63]

V (r) = −αg/r , (2.13)

where the coupling αg is related to αs according to

αg = αs ×
1

2
[C2(R1) + C2(R2)− C2(R̂)] . (2.14)

Here, C2(R) is the quadratic Casimir invariant of the representation R. The Coulomb

potential (2.13) distorts the scattering-state wavefunctions and, if attractive, gives rise

to bound states. The scattering-state and bound-state wavefunctions are reviewed in

appendix A.

In general, the coupling αs depends on the momentum transfer Q,

αs = αs(Q) , (2.15)

which is different in the various interaction vertices that appear in the transitions we

consider. In table 1, we list the various vertices, specify the symbols we use, and give the

average Q in each case.

2.3 Amplitude for radiative transitions

Radiative transitions are represented by the diagram of figure 1a, which can be separated

into the wavefunctions of the asymptotic states and the radiative vertex. The wavefunctions

resum the two-particle interactions at infinity. The long-range X1 −X2 interaction arises

from the one-gluon exchange kernel, which gives rise to the static potential of eq. (2.13) in

the non-relativistic regime. The low momentum transfer (∼ µvrel for the scattering states

and ∼ µαs for the bound states) via the exchanged gluons is responsible for the appearance

of non-perturbative phenomena, the Sommerfeld effect [64, 65] and the mere existence of

bound states. The radiative vertex is computed perturbatively, with the leading order

contributions shown in figure 1b. We discuss them further below.

In the instantaneous approximation, the amplitude for the radiative capture into a

bound state is [57]

[Mν
k→{n"m}]

a
ii′,jj′ =

1√
2µ

∫
d3q

(2π)3
d3p

(2π)3
ψ̃∗
n"m(p) φ̃k(q) [Mν

trans(q,p)]
a
ii′,jj′ , (2.16)

where the Latin indices i, i′, j, j′ and a denote the colour of the initial and final state

particles, as shown in figure 1b, and φ̃k(q) and ψ̃n"m(p) are the scattering-state and bound-

state wavefunctions in momentum space that obey the Schrödinger equation. Here, q
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Vertices αs αg

Average

momentum

transfer Q

Wavefunction

(ladder diagrams)

of scattering state

in colour rep. R̂

αS
s

αS
g,[R̂] = (αS

s/2)×
× [C2(R1) + C2(R2)− C2(R̂)]

k ≡ µ vrel

Wavefunction

(ladder diagrams)

of bound state

in colour rep. R̂

αB
s,[R̂]

αB
g,[R̂] = (αB

s,[R̂]/2)×
× [C2(R1) + C2(R2)− C2(R̂)]

κR̂ ≡ µαB
g,[R̂]

Formation of bound

states of colour rep.

R̂: gluon emission

αBSF
s,[R̂]

Ek − En! =µ

2

[
v2rel + (αB

g,[R̂]
/n)2

]

gX†
iXi vertices in

non-Abelian

diagram for capture

in colour rep. R̂

αNA
s,[R̂]

µ
√
v2rel + αB

g,[R̂]

2

Table 1. The momentum transfer Q at which the coupling αs(Q) is evaluated. With the ex-
ception of αS

s , the couplings depend on the representation R̂, as denoted; however, in our general
computations, we shall often omit the representation index, for brevity.

(−q) and p (−p) are the 3-momenta of X1(X2) in the CM frame, in the scattering state

and in the bound state, respectively. The scattering state wavefunction is characterised

by the continuous quantum number k, which specifies the expectation value of q. In

a central potential, such as eq. (2.13), the bound state wavefunction is characterised by

the standard discrete principal and angular-momentum quantum numbers {n, #,m}, which
specify the expectation value of p. The wavefunctions in a Coulomb potential are reviewed

in appendix A.2

Mν
trans(q,p) is the perturbative transition amplitude with the virtuality of the inter-

acting particles integrated out, as follows [57, section 3.3]

[Mν
trans(q,p)]

a
ii′,jj′ =

1

S0(q;K)S0(p;P )

∫
dq0

2π

dp0

2π
[Cν(q, p;K,P )]aii′,jj′ . (2.17)

Here, [Cν(q, p;K,P )]aii′,jj′ is the sum of all connected diagrams contributing to the process

X1,i (η1K + q) +X2,j (η2K − q) → X1,i′ (η1P + p) +X2,j′ (η2P − p) + ga(Pg), (2.18)

2We note that the integrand in eq. (2.16) admits corrections of higher order in q and p that arise from

the relativistic normalisation of states. Here we are interested only in the leading order terms, and we

shall neglect these corrections. However, these corrections become important when there is a cancellation

between the lowest order contributions to Mtrans [9, 57].
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and masses of X1 and X2. In section 2.4 we apply the result to particles in conjugate

representations, but with arbitrary masses. For transitions involving a colour-singlet scat-

tering or bound state, we compute explicitly the projected amplitude, and in section 2.5,

we calculate the corresponding cross-sections.

2.1 Definitions and useful formulae

For easy reference, we first summarise various formualae that will be used in the following

sections.

We define the total and the reduced mass of the interacting particles,

M ≡ m1 +m2 , µ ≡ m1m2

m1 +m2
, (2.4)

and the dimensionless factors

η1 ≡
m1

m1 +m2
, η2 ≡

m2

m1 +m2
. (2.5)

For the momenta p1 and p2 of X1 and X2, we shall often use the following momentum

transformation, which allows to separate the center-of-momentum (CM) from the relative

motion [57, 62],

P ≡ p1 + p2, p ≡ η2p1 − η1p2, (2.6a)

p1 = η1P + p, p2 = η2P − p. (2.6b)

Let S1(p1) and S2(p2) be the propagators of the X1 and X2,

Sj(pj) ≡
i

p2j −m2
j + iε

, i = 1, 2 . (2.7)

For convenience, we also define

S(p;P ) ≡ S1(η1P + p) S2(η2P − p) , (2.8)

S0(p;P ) ≡
∫

dp0

2π
S(p;P ) . (2.9)

To leading order in the non-relativistic regime [57, appendix C],

S0(p;P ) #
[
−i4Mµ

(
P 0 −M − P2

2M
− p2

2µ

)]−1

, (2.10)

and [57, appendix E]
∫

dq0

2π

dp0

2π

S(q;K)S1(η1P + p)

S0(q;K)S0(p;P )
(2π)4 δ4(q − p− η2Pg) # 2m2 (2π)3 δ3(q− p− η2Pg),

(2.11a)
∫

dq0

2π

dp0

2π

S(q;K)S2(η1P − p)

S0(q;K)S0(p;P )
(2π)4 δ4(q − p+ η1Pg) # 2m1 (2π)3 δ3(q− p+ η1Pg).

(2.11b)

As we shall see in section 2.3, we use eqs. (2.10) and (2.11) to integrate out the virtuality

of X1, X2 in the radiative part of the BSF diagrams.
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X1

X2

· · · · · · B

g

Cν

(a) The amplitude for the radiative capture consists of the (non-perturbative) initial and final

state wavefunctions, and the perturbative 5-point function that includes the radiative vertices.

i

j

η1K + q

η2K − q

a, ν
b, ρ

c, µ

Pg

η1P + p

η2P − p

i′

j′

+ +

(b) The leading order diagrams contributing to Cν . The external-momentum, colour-index and

space-time-index assignments are the same in all three diagrams.

Figure 1. Radiative capture into bound states.

with the incoming and outgoing X1, X2 being off-shell and only the emitted gluon g being

on-shell and amputated. We emphasise that the X1, X2 incoming and outgoing legs should

not be amputated in the computation of Cν ; the proper amputation is done by the prefactor

in eq. (2.17). (We recall that S0 is defined in eq. (2.9).) Note that the connected diagrams

contributing to Cν may include not-fully-connected diagrams that are non-zero due to the

off-shellness of the legs, such as the diagrams in which the radiation is emitted from one of

the legs (cf. figure 1b).3

In eq. (2.18), the momenta of the particles are indicated inside the parentheses. While

the 3-momenta q and p follow the probability distributions given by the wavefunctions

φ̃k(q) and ψ̃n"m(p) that appear in eq. (2.16), q0 and p0 are determined by the poles of Cν ,

upon the integration denoted in eq. (2.17). The total 4-momenta of the scattering state,

the bound state and the radiated gluon, K, P and Pg respectively, essentially contain

all the (discrete and continuous) quantum numbers that fully specify the system. In the

non-relativistic regime, they can be expressed as

K =

(
M +

K2

2M
+ Ek, K

)
, (2.19a)

P =

(
M +

P2

2M
+ En", P

)
, (2.19b)

Pg = (ω, Pg) , (2.19c)

3If in a certain theory, all diagrams contributing to (2.18) are fully connected, then Mtrans can be

computed at leading order from the sum of the fully amputated diagrams by simply setting all incoming

and outgoing particles on-shell [57].

– 7 –



Direct Detection 101

We need the Wilson Co-efficients

And the matrix elements of the twist-2 operators are related to the second moments

of the parton distribution functions (PDFs):

[q(2) + q̄(2)] =

Z
1

0

dx x [q(x) + q̄(x)] ,

G(2) =

Z
1

0

dx x g(x) , (3.10)

where q(x), q̄(x) and g(x) are the PDFs of quarks, anti-quarks and gluons in N ,

respectively. We provide numerical values for the hadronic matrix elements in Ap-

pendix B.

3.1 Wilson Coe�cients

The Wilson coe�cients are determined by matching to matrix elements computed

in the simplified model. In this section, we perform this matching at scales of order

the mediator mass.

The leading contributions to the quark Wilson coe�cients fq, g
(1)

q and g(2)q arise

from the tree level diagrams of Figure 1, but at a higher order in expansion of the

propagator. For a single flavor of quark with massmq and its corresponding mediator

q̃ of mass Mq̃ (and denoted as M in shorthand), the Wilson coe�cients are

fq =
g2
DM

m�

16(M2 �m2
�
)2

,

g(1)
q

=
g2
DM

m�

8(M2 �m2
�
)2

,

g(2)
q

= 0 . (3.11)

Compared to the SD matrix elements in Equation 3.1, these Wilson coe�cients are

suppressed by an additional power of 1/(M2
� m2

�
). Details of the calculation can

be found in Appendix A. We have ommitted the quark mass from the denominators

in the expressions above, but use it in our numerical calculations.

The leading contribution to the gluonic Wilson coe�cients arise at one loop,

with representative Feynman diagrams shown in Figure 2 . The individual Wilson

coe�cients are extracted using projection operators, with detailed results relegated

to Appendix A.2. In the limit of small quark mass (mq ! 0),

fG '
↵sg2DM

m�

192⇡

(m2

�
� 2M2)

M2(M2 �m2
�
)2
, (3.12)

g(2)
G

m2
�

' ↵sg
2

DM

�2M2m2

�
+ 2

�
M2

�m2

�

�2
log

⇣
M

2

M2�m2
�

⌘
+ 3m4

�

48⇡m5
�

�
M2 �m2

�

�2 (3.13)
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Figure 7: 1-loop diagrams for the DM-gluon elastic scattering, which contribute to the spin-
independent DM-nucleon cross-section.

5 Limits on gDM from Direct Detection

To calculate direct detection constraints on the parameter space, we follow Ref. [37]19. Direct

detection (DD) constraints arise from the non-observation of DM-nuclei scattering on earth.

The constraints on the DM-nucleon cross-section come from spin-independent (SI) and spin-

dependent (SD) interactions. We use current spin-independent limits from Xenon-1T [4] and

spin-dependent limits from the PICO-60 experiment [5]. Future projections are considered for

the planned DARWIN experiment [67]. In our model, SD DM-nucleon scattering is mediated

at tree-level by the s-channel exchange of a colored mediator X and the SD DM-nucleon cross-

section increases with g
4
DM. For SI scattering however, due to the Majorana nature of the DM

candidate, the velocity unsuppressed tree-level contribution is absent. Thus, SI DM-nucleon

scattering is induced at the one-loop level, where it receives its dominant contribution from

the diagrams shown in Fig. 7. Just as in SD scattering, the parametric dependence to the

Yukawa coupling for the SI DM-nucleon cross-section also scales as g
4
DM. To compute the

spin-independent DM-nucleon scattering cross-section in this simplified model, we perform

a complete one-loop matching of the relevant Wilson coe�cients. Hereby, we consider all

possible diagrams and interference e↵ects. We also perform a renormalization group evolution

(RGE) from the scales of the mediator mass to the low-energy scale (' 1 GeV), relevant for

DM scattering with the heavy nucleon. A detailed account of this is provided in [37]. Including

the RGE evolution leads to an enhancement of roughly a factor of two at the amplitude level,

19See also [66].
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And the matrix elements of the twist-2 operators are related to the second moments

of the parton distribution functions (PDFs):

[q(2) + q̄(2)] =

Z
1

0

dx x [q(x) + q̄(x)] ,

G(2) =

Z
1

0

dx x g(x) , (3.10)

where q(x), q̄(x) and g(x) are the PDFs of quarks, anti-quarks and gluons in N ,

respectively. We provide numerical values for the hadronic matrix elements in Ap-

pendix B.

3.1 Wilson Coe�cients

The Wilson coe�cients are determined by matching to matrix elements computed

in the simplified model. In this section, we perform this matching at scales of order

the mediator mass.

The leading contributions to the quark Wilson coe�cients fq, g
(1)

q and g(2)q arise

from the tree level diagrams of Figure 1, but at a higher order in expansion of the

propagator. For a single flavor of quark with massmq and its corresponding mediator

q̃ of mass Mq̃ (and denoted as M in shorthand), the Wilson coe�cients are

fq =
g2
DM

m�

16(M2 �m2
�
)2

,

g(1)
q

=
g2
DM

m�

8(M2 �m2
�
)2

,

g(2)
q

= 0 . (3.11)

Compared to the SD matrix elements in Equation 3.1, these Wilson coe�cients are

suppressed by an additional power of 1/(M2
� m2

�
). Details of the calculation can

be found in Appendix A. We have ommitted the quark mass from the denominators

in the expressions above, but use it in our numerical calculations.

The leading contribution to the gluonic Wilson coe�cients arise at one loop,

with representative Feynman diagrams shown in Figure 2 . The individual Wilson

coe�cients are extracted using projection operators, with detailed results relegated

to Appendix A.2. In the limit of small quark mass (mq ! 0),

fG '
↵sg2DM

m�

192⇡

(m2

�
� 2M2)

M2(M2 �m2
�
)2
, (3.12)

g(2)
G

m2
�

' ↵sg
2

DM

�2M2m2

�
+ 2

�
M2

�m2

�

�2
log

⇣
M

2

M2�m2
�

⌘
+ 3m4

�

48⇡m5
�

�
M2 �m2

�

�2 (3.13)
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Gluon Wilson Coefficients 

Figure 2. Representative Feynman diagrams for DM scattering with gluons.
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�
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�
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+
�
M2

� 3m2

�

� �
M2 +m2

�

�
log

✓
M2

M2 �m2
�

◆�
(3.14)

They arise at the same power of 1/(M2
�m2

�
), but are suppressed by ↵s as compared

to the corresponding quark SI Wilson coe�cients, cf Eq. 3.11.

In Figure 3 we show the absolute value of the bottom quark (with mq = mb =

4.2 GeV) and gluon SI Wilson coe�cients as a function of the dark matter mass,

and for a representative parameter point with Mq̃ = 1 TeV and gDM = 1. Each

coe�cient is expressed in units of GeV to the appropriate power. All of the Wilson

coe�cients have a resonant enhancement in the limit m� ! Mq̃. We observe that

the gluonic Wilson coe�cients are roughly an order of magnitude smaller than their

quark counterparts. However, this feature is mitigated by the fact that their hadronic

matrix elements are large and RGE e↵ects are important, especially for the spin-0

gluonic term O
(0)

g .

We note that while the quark coe�cients fq and g(1)q are independent of the

quark mass at this order, the gluonic coe�cients fG, g(1)
G

and g(2)
G

all depend on

the mass of the quark in the loop. In the limit of mq ! 0, fG and g(2)
G

reduce to
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Color Decomposition and Bound States Effect 

attractive, and hence only the first of the processes above in Eq. 3.16 is relevant9.

For particle-particle interactions the following bound state formation processes are pos-

sible (analogous antiparticle-antiparticle interactions exist that we do not reproduce here):

(X +X)[3̄] !
�
B(XX)[6] + g

 
[3̄]
, (3.17a)

(X +X)[3̄] !
�
B(XX)[3̄] + g

 
[3̄]
, (3.17b)

(X +X)[6] !
�
B(XX)[3̄] + g

 
[6]
, (3.17c)

(X +X)[6] !
�
B(XX)[6] + g

 
[6]
. (3.17d)

In this work, we only take into account the e↵ects of singlet bound states, since they constitue

the dominant e↵ects (cf. Eq. 3.4). In fact, the BSF cross-section of a ([3̄]) bound state is

subject to cancellations arising on the level of the squared matrix element of the formation

process caused by the color structure of the process 10. Hence, in the following, we will focus

on the dominant e↵ect of the capture into the color-singlet ground state (n`m) = (100) (see

Eq. (3.16a)). Generally, excited states, can also open additional annihilation channels through

their direct decays into radiation or via bound-to-bound transitions and subsequent decays.

We neglect these e↵ects in the present work, and leave them for future improvement11.

For a scalar-antiscalar pair transforming in the fundamental representation and with

degenerate masses mX , the bound-state formation cross-section reads as [34]:

�
[8]![1]
{100} vrel =

27 172

35
⇡↵

BSF
s,[1]↵

B

s,[1]

m
2
X

SBSF(⇣S , ⇣B). (3.18)

Here, ↵BSF
s,[1] represents the strong coupling constant from the gluon emission vertex, while ↵B

s,[1]

arises from the ladder diagrams involving the bound state wavefunction. We will omit the

subscript [1] in the following. The SBSF function, arises from the overlap integrals involving

the scattering-state and the bound-state wavefunctions and reads as

SBSF(⇣S , ⇣B) =

✓
2⇡⇣S

1� e�2⇡⇣S

◆
(1 + ⇣

2
S)

⇣
4
B
e
�4⇣S arccot(⇣B)

(1 + ⇣
2
B
)3

. (3.19)

Here, ⇣S ⌘ ↵
S
g /vrel and ⇣B ⌘ ↵

B
g /vrel parameterize the ratios between the strong coupling

9The octet bound state could still have a significant role when a further attractive long-range interaction is
present. One example are Higgs-mediated processes in the limit of heavy initial state particles. In fact, being
the Higgs a real scalar, it always leads to an attractive force, which counteracts (enhances) the repulsiveness
(attractiveness) of the gluonic potential [42, 43].

10We illustrate the e↵ect of these cancellations in Appendix A.
11During the completion of this manuscript, two preprints including and discussing excited-state contribu-

tions on DM abundance appeared [38, 63]. As shown there, the qualitative prediction is not altered significantly,
apart for the zero mass-splitting case. For example, in the single-generation dR model analyzed in Ref. [38],
the shift in the largest possible DM mass is found to be at the percent level for mass splittings �m & few
GeV, while only for �m = 0 the same amounts to O(25%).
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B
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B
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Here, ⇣S ⌘ ↵
S
g /vrel and ⇣B ⌘ ↵

B
g /vrel parameterize the ratios between the strong coupling

9The octet bound state could still have a significant role when a further attractive long-range interaction is
present. One example are Higgs-mediated processes in the limit of heavy initial state particles. In fact, being
the Higgs a real scalar, it always leads to an attractive force, which counteracts (enhances) the repulsiveness
(attractiveness) of the gluonic potential [42, 43].

10We illustrate the e↵ect of these cancellations in Appendix A.
11During the completion of this manuscript, two preprints including and discussing excited-state contribu-

tions on DM abundance appeared [38, 63]. As shown there, the qualitative prediction is not altered significantly,
apart for the zero mass-splitting case. For example, in the single-generation dR model analyzed in Ref. [38],
the shift in the largest possible DM mass is found to be at the percent level for mass splittings �m & few
GeV, while only for �m = 0 the same amounts to O(25%).
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(attractiveness) of the gluonic potential [42, 43].
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S-wave Coulomb Sommerfeld
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P-wave correction

and the relative velocity for the scattering (S) and bound state (B), respectively12. The first

parenthesis corresponds to the s-wave Coulomb Sommerfeld factor (cf. Eq. (3.12)), coming

from the normalization of the scattering wavefunction, while the second term accounts for its

p-wave correction (cf. Eq. (3.13)). The presence of this second factor is due to the fact that

the radiative capture is, at leading order, a dipole transition between the initial scattering

state and the final bound state. As it is well-known, these transitions impose a selection rule

�` = ±1 on the orbital angular momentum, such that in order for the final bound state to

be in the ground state (100), the initial scattering state must be in a ` = 1 state, hence the

p-wave correction to the Sommerfeld e↵ect.

Bound-state e↵ects give their peculiar contribution in the last factor, which accounts
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the cross-section in Eq. (3.18) gets suppressed; at low velocities we obtain again the typical

SBSF ⇠ ↵
S
g /vrel scaling when the interaction between the scattering state is attractive, such

that ⇣S & 1 and ⇣B & 1. The BSF cross-section in this case is enhanced and can compete

with the (co-)annihilation processes. However, when the interaction is repulsive and ⇣S . 1,
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S
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�µv

2
rel/2T

�
[1 + fg(!)]�BSFvrel, (3.20)

where ! = µ/2
⇥
(↵B

g )
2 + v

2
rel

⇤
is the energy emitted by the radiated gluon, which equals its

kinetic energy minus the (negative) binding energy E100 = �µ(↵B
g )

2
/2 of the newly formed

bound state, and fg(!) = (exp(!/T ) � 1)�1 is the gluon distribution function, accounting

for the Bose-enhancement factor 1 + fg(!) from the final state gluon. This term is necessary
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gluons in the thermal plasma and dissociate into their constituents, or can directly decay into

radiation. The former process usually dominates at temperatures larger than the binding

energy, when particles in the thermal plasma are su�ciently energetic to disrupt the bound

state. The ionization rate of a bound state can be written as

⌦
�ion,[1]

↵
= gg

Z 1

!min

d!
!
2

2⇡2

1

e!/T � 1
�ion, (3.21a)

�ion =
g
2
X

gggB

✓
µ
2
v
2
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!2

◆
�BSF, (3.21b)

12See also Tab. 1 in Ref. [34] for the various definitions of the strong gauge coupling constants.
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from the external legs (i.e., the wavefunctions of the colored particles forming the bound

state), or from a gluon propagator exchanged between the two incoming states, what we

call a radiative vertex, see Fig. 3. The wavefunction of the bound state is determined by

solving its corresponding Schrödinger equation. This results in a discrete energy spectrum,

with energy eigenvalues given by the binding energies En`m = �
2
/(2µn

2) with n being the

principal quantum number and µ the reduced mass of the two-particle system7.

The strong coupling is evaluated at the scale of the average momentum exchange of the

particles in the process. In particular, in the ladder diagram (cf. Fig. 2), the average mo-

mentum transfer between the bound-state wavefunctions is given by the Bohr momentum

[R̂] ⌘ µ↵
B

g,[R̂]
= µk[R̂] ↵

B

s,[R̂]
(cf. also Eq. (3.3)). For the strong coupling in the radia-

tive vertex in the BSF diagrams in Fig. 3, ↵BSF
s,[R̂]

, the expectation value of the momentum

exchanged is the same as the one of the emitted gluon |Pg| = !, with ! being the gluon

energy. From energy-momentum conservation, in the non-relativistic regime, ! must be ap-

proximately equal to the di↵erence between the relative kinetic energy of the initial scattering

states and the binding energy of the final bound state, neglecting their total kinetic energies8.

Q
BSF

⌘ ! ' Ek � En`m =
µ

2

h
v
2
rel + (↵B

g,[R̂]
)2
i
. (3.15)

Finally, for the emission of radiation directly from a mediator exchanged by the scatter-

ing states, as shown in Fig. 3, the momentum transfer is Q
NA

' |p � q| '

p
k2 + 2 =

µ

q
v
2
rel + ↵

B

g,[R̂]
2. Since k <<  when BSF is relevant, one can approximate this last expres-

sion as QNA
' [R̂] and ↵

NA
s,[1] ' ↵

B

s,[1]. For more details on the computation of the transition

amplitudes, we refer the reader to [33, 34], on which the formalism employed in this work is

based on. Note that the e↵ects of BSF on the relic density have also been considered in the

context of non-relativistic e↵ective field theories including non-zero temperature corrections

[32, 44, 57–62].

As described earlier in Sec. 2, the dark-sector (anti)scalars are color (anti)triplets. From

group algebra, the relevant decompositions for a scalar anti-scalar interaction into irreducible

representations of SU(3) for the radiative transitions are 3 ⇥ 3 = 1 + 8, 3 ⇥ 3 = 3 + 6 and

8⇥ 8 = 1S + 8S + 8A + 10A + 10S + 27S , such that the only allowed capture processes for a

7In the definition of the binding energy, we include for completeness ` and m, respectively the orbital and
the magnetic quantum numbers. These are not relevant for us, as for non-relativistic hydrogen-like systems
the energy of the bound states depend only on n.

8From energy-momentum conservation, one would actually have ! = Ek � En`m +(K2
�P2)/2M , with M

the total mass of the system and K and P the total scattering and bound state three-momenta, respectively.
However, in the non-relativistic regime, the total three-momenta are much smaller than the total energy and
the masses, so that the approximation shown holds.
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Figure 5: Values of the Yukawa coupling that ensures the correct ⌦DM for di↵erent mass-splitting
�m = mX � MDM and DM mass combinations. Here, we take into account BSF+Sommerfeld
processes, which become more relevant the closer we are to the co-annihilating region (small mass-
splitting). The dashed white lines are in correspondence of the region where 10�7 . gDM . 10�2.
Below this interval, it is not possible to ensure chemical equilibrium between the unbound particles in
the dark sector and the co-annihilation freeze-out assumption breaks down.

Boltzmann suppression. This change of mechanism can be recognized by the sudden change

in the bands in the small mass regime around the region corresponding to �m ' 0.2mDM.

Furthermore, decreasing the mass splitting implies a smaller gDM, as not only DM anni-

hilations are less suppressed by the (smaller) mediator mass but, additionally, the exponential

suppression of the colored annihilations is lifted; these latter are, in turn, enhanced by the

Sommerfeld correction and BSF. Eventually, we encounter a region of parameter space where

annihilations mediated by the strong gauge coupling gs are (almost) e�cient enough to de-

plete the DM density su�ciently on their own. This region is enclosed by the white dashed

lines and the lower bound on gDM lies in the interval 10�7 . gDM . 10�2.

For even smaller mass splittings (in the gray region below the lower white dashed line),

we are not able to find a lower bound on gDM anymore, because the corresponding coupling

does not su�ce to establish chemical equilibrium within the dark sector, so that the freeze-

out production of DM does not apply. In this region, DM freeze-out leads to a relic density

– 23 –
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Demand chemical equilibrium assumption holds

(much) smaller than observed in the measurement of the cosmic microwave background.17

We estimate the smallest coupling g̃DM ensuring chemical equilibrium in the dark sector

by demanding that the interaction rate �X of the (inverse) decays X $ �q fulfills

�X

Y
eq
X

Y
eq
�

> H , (4.1)

for T ' m�/30. This condition ensures that chemical equilibrium between X and � is

established at the time of thermal freeze-out18. When neglecting the quark mass, assuming

a small mass splitting �m and only considering two-body (inverse) decays of X, we obtain

from Eq. (4.1)

g̃DM &
r

mDM

GeV

⇣
1 · 10�9 + 6.8 · 10�11mDM

�m

⌘
, (4.2)

Note, that Eq. (4.2) only applies when mDM � �m � mq and thus does not describe the

chemical equilibrium condition of the mediator X associated with the top and DM where

conversions proceed at next-to-leading order. We conclude that DM production does not

proceed via thermal freeze-out for couplings gDM . g̃DM.

In order to demonstrate the error on the lower bound on gDM (cf. Fig. 5) made when

not including the SE and BSF, we compare in Fig. 6, the corresponding lower bound on the

coupling g
SE+BSF
DM obtained when including BSF and SE with the lower bound on g

Pert
DM ob-

tained considering perturbative annihilations only. It is important to note that the correction

can lead to higher and lower values such that a dedicated analysis is necessary in order to

estimate its implication on the parameter space.

Blue regions in Fig. 6 imply that a smaller gDM is expected in these scenarios when

including SE and BSF, while orange regions indicate the opposite. The SE can, depending

on the sign of the potential, enhance or decrease the e↵ective annihilation cross-section, while

BSF, which e↵ectively provides a new annihilation channel, can only increase the e↵ective

annihilation cross-section of DM. Furthermore, the SE provides a correction to any process

featuring two colored particles in the initial state (cf. Figs. 1b-1g), even if they are exclusively

mediated by gDM. Thus, the SE has an e↵ect even in the case gDM � gs. BSF, on the other

hand, as a new annihilation channel purely mediated by gs, becomes less important as soon

as gDM � gs. With that in mind, and by comparing Figs. 6 and 5, we find that orange

regions, where the coupling required to not overproduce DM gets enhanced, coincide with

regions of the parameter space where gDM & gs ⇡ 1. As we can extract from Table 1, this

region of parameter space is dominated by direct DM annihilations (cf. Fig. 1a) and colored

annihilations involving a XX initial state (e.g., cf. 1g), which results in a repulsive potential.

17The correct relic density could be generated via conversion-driven freeze-out or freeze-in production of
DM [47, 49, 65].

18Note that out-of-chemical equilibrium e↵ects might already occur at couplings larger than g̃DM, when
chemical equilibrium is established at x = 30 but X and � leave chemical equilibrium for times slightly before
or after thermal freeze-out.
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Color Decomposition and Bound States Effect : Ionisation
At Large Temperatures : Ionisation processes dominates over decays -> Effective Contribution of Bound States in dark sector 
evolution is negligible.

Relic density is independent of contribution of Bound States


As Universe cools down decays dominate, efficiently depleting the dark sector,  ionisation rate is exponentially suppressed 

We notice that, at large temperatures the ionization processes are much more e�cient

than bound state decays, hence the e↵ective contribution of bound states in the dark sector

evolution is negligible at these temperatures so that the relic density calculation is actually

independent on the BSF cross-section. As the universe cools down, the ionization rate be-

comes exponentially suppressed and, eventually, decay processes will dominate, e�ciently

depleting the dark sector scalars, so that the e↵ect of BSF on the Boltzmann equation will be

potentially relevant even at temperatures close to the bound state binding energy (T & EB).

Since in our model we consider bound states formed by three (six) types of colored scalar

pairs in the uR and dR (qL) models, the BSF contribution will be given by the sum of three

(six) terms like Eq. (3.24). In this spirit, we can write the total annihilation cross-section

for the Xi particle of flavour i by adding these terms to each h�
XiX

†
i
vreli. Summing over all

the flavours, we obtain the following total e↵ective annihilation cross-section for the X color

triplet scalars:

h�XX†vrelie↵ =
X

i

✓
h�

XiX
†
i
vreli+ h�

[8]![1]
BSF vreli

�dec[1]

�dec[1] + �ion,[1]

◆
. (3.25)

This quantity supersedes the naiveXX
† annihilation cross-section in the first term in Eq. (2.11).

Again, the importance of the new term becomes relevant at later times, where BSF can e�-

ciently deplete the relic density way beyond the typical scales of thermal freeze-out via late

decays of the dark sector bound states (see, e.g., Fig. 6 in [34]).

At this point, we would like to stress a non-trivial consideration. Given the fact that

the color triplet scalars forming the bound states are unstable against Yukawa-mediated

decays into DM and a quark, one could potentially encounter the situation in which the

lifetime of a constituent particle is comparable or even shorter than the bound state lifetime

itself, for example for large values of gDM. In this situation, the bound state could decay to

B(XX
†) ! X

†+(�+q) and this eventuality needs to be included when writing the Boltzmann

equation. Although this additional decay channel might appear to play only the role of a

bound state destroyer, thereby reducing the e↵ect of BSF in depleting the DM abundance,

by exploiting the principle of detailed balance in equilibrium, also the opposite reaction

X
† + �+ q ! B(XX

†) must be considered. This sort of bound-state inverse decay provides

an additional competing formation channel: its contribution can be recast into an e↵ective

BSF cross-section, with a form equivalent to Eq.(3.24). We refer the reader to Appendix B,

for a treatment of the problem. E↵ectively, by assuming that the constituent-decay of the

bound state is regulated by gDM, we show in Eq.(B.11) that the e↵ective cross-section must

be a monotonically-increasing function of the coupling gDM. In this sense, by neglecting the

constituents decay, one is e↵ectively considering the most conservative estimate of the e↵ect

of bound states on the DM abundance evolution. We leave a more detailed analysis of this

e↵ect for future work.

Notice that, in principle, bound states between colored scalars of same and di↵erent flavor

i and j could exist, since their formation does not depend on the flavour structure. This is

– 19 –

We notice that, at large temperatures the ionization processes are much more e�cient

than bound state decays, hence the e↵ective contribution of bound states in the dark sector

evolution is negligible at these temperatures so that the relic density calculation is actually

independent on the BSF cross-section. As the universe cools down, the ionization rate be-

comes exponentially suppressed and, eventually, decay processes will dominate, e�ciently

depleting the dark sector scalars, so that the e↵ect of BSF on the Boltzmann equation will be

potentially relevant even at temperatures close to the bound state binding energy (T & EB).

Since in our model we consider bound states formed by three (six) types of colored scalar

pairs in the uR and dR (qL) models, the BSF contribution will be given by the sum of three

(six) terms like Eq. (3.24). In this spirit, we can write the total annihilation cross-section

for the Xi particle of flavour i by adding these terms to each h�
XiX

†
i
vreli. Summing over all

the flavours, we obtain the following total e↵ective annihilation cross-section for the X color

triplet scalars:

h�XX†vrelie↵ =
X

i

✓
h�

XiX
†
i
vreli+ h�

[8]![1]
BSF vreli

�dec[1]

�dec[1] + �ion,[1]

◆
. (3.25)

This quantity supersedes the naiveXX
† annihilation cross-section in the first term in Eq. (2.11).

Again, the importance of the new term becomes relevant at later times, where BSF can e�-

ciently deplete the relic density way beyond the typical scales of thermal freeze-out via late

decays of the dark sector bound states (see, e.g., Fig. 6 in [34]).

At this point, we would like to stress a non-trivial consideration. Given the fact that

the color triplet scalars forming the bound states are unstable against Yukawa-mediated

decays into DM and a quark, one could potentially encounter the situation in which the

lifetime of a constituent particle is comparable or even shorter than the bound state lifetime

itself, for example for large values of gDM. In this situation, the bound state could decay to

B(XX
†) ! X

†+(�+q) and this eventuality needs to be included when writing the Boltzmann

equation. Although this additional decay channel might appear to play only the role of a

bound state destroyer, thereby reducing the e↵ect of BSF in depleting the DM abundance,

by exploiting the principle of detailed balance in equilibrium, also the opposite reaction

X
† + �+ q ! B(XX

†) must be considered. This sort of bound-state inverse decay provides

an additional competing formation channel: its contribution can be recast into an e↵ective

BSF cross-section, with a form equivalent to Eq.(3.24). We refer the reader to Appendix B,

for a treatment of the problem. E↵ectively, by assuming that the constituent-decay of the

bound state is regulated by gDM, we show in Eq.(B.11) that the e↵ective cross-section must

be a monotonically-increasing function of the coupling gDM. In this sense, by neglecting the

constituents decay, one is e↵ectively considering the most conservative estimate of the e↵ect

of bound states on the DM abundance evolution. We leave a more detailed analysis of this

e↵ect for future work.

Notice that, in principle, bound states between colored scalars of same and di↵erent flavor

i and j could exist, since their formation does not depend on the flavour structure. This is

– 19 –

relevant at 

We notice that, at large temperatures the ionization processes are much more e�cient

than bound state decays, hence the e↵ective contribution of bound states in the dark sector

evolution is negligible at these temperatures so that the relic density calculation is actually

independent on the BSF cross-section. As the universe cools down, the ionization rate be-

comes exponentially suppressed and, eventually, decay processes will dominate, e�ciently

depleting the dark sector scalars, so that the e↵ect of BSF on the Boltzmann equation will be

potentially relevant even at temperatures close to the bound state binding energy (T & EB).

Since in our model we consider bound states formed by three (six) types of colored scalar

pairs in the uR and dR (qL) models, the BSF contribution will be given by the sum of three

(six) terms like Eq. (3.24). In this spirit, we can write the total annihilation cross-section

for the Xi particle of flavour i by adding these terms to each h�
XiX

†
i
vreli. Summing over all

the flavours, we obtain the following total e↵ective annihilation cross-section for the X color

triplet scalars:

h�XX†vrelie↵ =
X

i

✓
h�

XiX
†
i
vreli+ h�

[8]![1]
BSF vreli

�dec[1]

�dec[1] + �ion,[1]

◆
. (3.25)

This quantity supersedes the naiveXX
† annihilation cross-section in the first term in Eq. (2.11).

Again, the importance of the new term becomes relevant at later times, where BSF can e�-

ciently deplete the relic density way beyond the typical scales of thermal freeze-out via late

decays of the dark sector bound states (see, e.g., Fig. 6 in [34]).

At this point, we would like to stress a non-trivial consideration. Given the fact that

the color triplet scalars forming the bound states are unstable against Yukawa-mediated

decays into DM and a quark, one could potentially encounter the situation in which the

lifetime of a constituent particle is comparable or even shorter than the bound state lifetime

itself, for example for large values of gDM. In this situation, the bound state could decay to

B(XX
†) ! X

†+(�+q) and this eventuality needs to be included when writing the Boltzmann

equation. Although this additional decay channel might appear to play only the role of a

bound state destroyer, thereby reducing the e↵ect of BSF in depleting the DM abundance,

by exploiting the principle of detailed balance in equilibrium, also the opposite reaction

X
† + �+ q ! B(XX

†) must be considered. This sort of bound-state inverse decay provides

an additional competing formation channel: its contribution can be recast into an e↵ective

BSF cross-section, with a form equivalent to Eq.(3.24). We refer the reader to Appendix B,

for a treatment of the problem. E↵ectively, by assuming that the constituent-decay of the

bound state is regulated by gDM, we show in Eq.(B.11) that the e↵ective cross-section must

be a monotonically-increasing function of the coupling gDM. In this sense, by neglecting the

constituents decay, one is e↵ectively considering the most conservative estimate of the e↵ect

of bound states on the DM abundance evolution. We leave a more detailed analysis of this

e↵ect for future work.

Notice that, in principle, bound states between colored scalars of same and di↵erent flavor

i and j could exist, since their formation does not depend on the flavour structure. This is
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