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MIT Kavli Institute Research Computing
Cluster at Massachusetts Green High Performance Computing Center
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Massachusetts Green High Performance Computing Center (MGHPCC)
UMass, Northeastern, Harvard, BU, MIT, and New England Regional HPC
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RAID NFS, ZFS,  
Lustre, GPFS 
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IBM Tape Systems
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Data
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management,


System administration

MKI Compute nodes 
4096 AMD CPU cores

MKI Storage 
~ 3PB

Anywhere

Login node

Service 
management 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MIT Research Computing engaging cluster

Other Clusters:

IBM satori

C3DDB: medical research related

Supercloud: Lincoln Lab Managed 
eosloan: Sloan School Managed

CSAIL, JPL,  old legacy clusters



MIT Kavli Institute HPC at MGHPCC
Hardware Specification

• Compute nodes ( 64 nodes in 16 Chassis, Total 4096 CPU cores) 
 

DELL PowerEdge C6400-R/C6525 
AMD7542 2.90GHz,  32C/64T 128M Cache, 225W 
384 GB 320MT/s RDIMMs  — 6GB/core 
On board management port and ethernet port for administration  
Mellanox ConnectX-6 single port HDR100 QSFP56 Infiniband adapter 

• Storage 
 

Mixed servers from DELL, Seagate and Thinkmate 
Hardware RAID-6 
NFS mount 
Current total storage is about 3PB (include a new a bit over 1PB storage on the way) 

• Additional storage and GPU Servers are in the plan 
 

Another over 1PB storage and several GPU nodes may come later this year 

• MIT’s new rack space may come in the Summer.
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How to sign up an account 



This is a test page to see the printer in 37-241 works or not. 
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After you sign in
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Some interactive apps available
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How to find out what modules loaded and available to you
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How to check nodes availability and jobs status  



Happy Computing!


