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High Luminosity LHC – a pileup

200 simultaneous pp collisions
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HGCAL at High Luminosity-LHC

▶ At the end of this decade: High granularity calorimeter as forward (1.5 < |η| < 3.0)
instrumentation at CMS

▶ Hexagonal silicon wafers in high-radiation region, scintillating tiles in low-radiation region

▶ Totaling about 6M channels: Needed to reject pileup contributions at HL-LHC

▶ Development in terms of hardware, electronics simulation, reconstruction algorithms
happening now
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Rechits→ layer clusters→ physics objects

Single Pion 

Single photon

2D clustering algorithm pattern recognition
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NNs for object correction
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Particle energy and ID regression

▶ Estimation of energy and PID with a graph-based neural network
▶ Great success for graph-based architectures in particle physics (ParticleNet, etc)
▶ Might work here as well, as layerclusters and rechits can be seen as point clouds, on which

graphNNs excel for segmentation and classification tasks

▶ For now: no assessment of time andmemory performance related to different
architectures

▶ But there are lessons learned already for speed-ups and reducedmemory footprint
▶ Static graphs vs. dynamic, etc.
▶ Trying similar, yet slightly different architectures
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Architecture

trackster variables Layer cluster variables (Rechit variables)

embedding embedding embedding

isEM   E
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Training on subMIT

▶ The input samples have been generated on the CPUs in the subMIT cluster and are
stored on the large storage at T2

▶ Paths to input and output folders are defined in train.yaml

▶ If you don’t have storage on the Tier-2 because you’re not a CMS user, ship your input
data with the job – there is a 100Gbs link for a reason
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Training on subMIT

▶ The input samples have been generated on CPUs in the subMIT cluster and are stored
on the large storage at T2

▶ Input data O(10 GB)

▶ Paths to input and output folders are defined in train.yaml

▶ Specifically for torch_geometric, it is now also available on LCG: source /cvmfs/sft-
nightlies.cern.ch/lcg/views/dev4cuda/latest/x86_64-centos7-gcc8-opt/setup.sh
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Training performance

▶ Using single-particle samples, shot with
CloseByParticleGun

▶ Training sample has approx. 160,000
particles (80k e/γ, 80k pion/kaon)

▶ Energy range between 5 and 500GeV (flat)

▶ Batch size 150 particles, training for 30+
epochs

▶ SimpleMSE loss
▶ E and PID on equal footing
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PID regression
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Energy regression
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Energy regression
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Energy regression

▶ As expected, network having a harder time the smaller the shower energy

▶ Currently under investigation: exploring different training architectures (→memory),
different pattern recognition algorithms, …
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Summary &Outlook

▶ Using subMIT GPU resources to train graph neural networks in object reconstruction
tasks for HL-LHC applications

▶ Given that the GPUs are on a cluster that is historically a CMS cluster, this is perfect for
my usecase (using CMS data as input, etc)

▶ But the ingredients – like working with containers or mounted libraries – are enabling
anyone to use those the GPU resources behind subMIT efficiently
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Backup
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LC efficiency
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▶ If energy/LCs are missing from
the trackster, it can mostly have
three reasons
▶ The LC collection was not

inclusive enough to begin with
▶ The algorithm is not tuned to

pick up everything
▶ Maybe for good reasons

▶ LCs are beingmasked from
early iterations and are not
available
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CA 1
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CA 2
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CA 3
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Architecture

▶ Input variables of trackster:
▶ ts_raw_energy, ts_eta, ts_phi, ts_sigma1, ts_sigma2, ts_sigma3

▶ Input variables of layer clusters associated with trackster:
▶ lc_energy, lc_eta, lc_phi, lc_nhits, lc_layer

▶ … Later maybe also input variables of rechits associated with layercluster
▶ rh_energy, rh_eta, rh_phi, rh_lcid

▶ This would allow to add new information to the training: the spatial dimensions of a layer
cluster
▶ But also costs in terms of memory consumption
▶ Spatial dimension (“size of lc”) might be stored as an additional layer cluster attribute

instead (coming soon)
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