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OUTLINE

• Brief Architecture Overview
• Fabric Level Sensors
• Introducing to the GUI and 

related data collected on the 
concentrator (GridICE Server)
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Deployment Layout and info Sources

GOC DB
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GridICE sensors

• Standard per host metric collection
– CPU, MEM, VMEM, FileSystem, Net Interfaces, …

• GridICE specific probes for advanced 
measurement
– In Production:

Job monitoring
LRMSInfo
Generic/per role Daemons status with simple config

– Ready but not in release:
WMSLB

– In developing (almost ready)
storage (CASTOR, DPM, dCache) internal status (almost 
done, integration needed)
FTS
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Daemons Sensor (I)

• Returns several metrics describing the status of a 
given list of daemons
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Daemons Sensor (II)

• The list of the daemons to be monitored described in a 
simple configuration text-file

• Can be changed runtime at any moment!!
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Daemons Sensor (III)
• What you see at server side

Site can be notified by the GridICE server on daemons status change
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Daemons Sensor (IV)

• With the MW we distribute a number of predefined roles (each 
different role has its own list of monitored daemons):

–Lcg-CE-LSF*
–Lcg-CE-PBS*
–gLite-CE-LSF*
–gLite-CE-PBS*
–SE-CLASSIC
–DPM-HeadNode
–DPM-PoolDisk
–dCache-HeadNode
–dCache-PoolDisk

–MONBOX
–BDII
–lcg-RB
–gLite-WMSLB
–HLR**
–WN-LSF**
–WN-PBS**

* Different list for gLite/INFNGRID (DGAS)
** Only on INFNGRID

• A site Administrator can modify the defaults 
and can invent new roles (PhEDEX, UI, LRMS-
SERVER, per VO-BOX, FTS,…), they will be 
tracked by the server
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Job Monitoring Sensor
• Use daemons paradigm to collect information from different log 

files and other sources (LRMS) -> feed a cache
• A simple probe gather the cached info and push them into LeMON
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LRMSInfo Sensor
• Try to avoid double counting of resources inspecting the 

configuration and status of the LRMS
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WMS Sensor
• Ready for gLite WMS, not in release yet. Easy to modify to work 

with lcg-RB (not LeMON output format yet, simple to do)
• Ref. URL: http://goc.grid.sinica.edu.tw/gocwiki/RB_Passive_Sensor

WMS_Sensor_Version
CG_EndedJobs1H
CG_HeldJobs
CG_RunningJobs
CG_SubmittedJobs1H
CG_WaitingJobs
JC_InputFileListSize
JC_WaitingRequests
WMS_Jobs_Aborted
WMS_Jobs_Cancelled
WMS_Jobs_Cleared
WMS_Jobs_Done
WMS_Jobs_Purged

WMS_Jobs_Ready
WMS_Jobs_Running
WMS_Jobs_Scheduled
WMS_Jobs_Submitted
WMS_Jobs_Unknown
WMS_Jobs_Waiting
WMS_Jobs_Aborted1H
WMS_Jobs_Cancelled1H
WMS_Jobs_Cleared1H
WMS_Jobs_Done1H
WMS_Jobs_Purged1H
WMS_Jobs_Ready1H
WMS_Jobs_Running1H

WMS_Jobs_Scheduled1H
WMS_Jobs_Submitted1H
WMS_Jobs_Unknown1H
WMS_Jobs_Waiting1H
WMS_SandBox_InputSandBoxMaxSize
WMS_SandBox_InputSandBoxNumber
WMS_SandBox_InputSandBoxSizeTotal
WMS_SandBox_OutputSandBoxMaxSize
WMS_SandBox_OutputSandBoxNumber
WMS_SandBox_OutputSandBoxSizeTotal
WM_InputFileListSize
WM_WaitingRequests

• Components:
• WM_* = WorkLoad Manager

WMS_* = Whole System
CG_* = Condor-G
JC_* = Job Controller
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Advanced Storage Sensors (I)

• Operation type
– Read o Write
– Access protocol
– Local/remote access

• Transferred files
– Filename (Full path)
– Byte transferred
– Streams number
– Exit_status

• Used hosts
– Source machine
– Dest machine
– Submit machine

• Timings
– Start (local time)
– End (local time)
– Duration
– Shift (UTC)

• Detailed user info
– Local user
– VO
– DN (write operation)
– DN (read operation)

CASTOR (gsiftp, rfio), DPM (gsiftp, rfio), dCache (gsiftp, dcap)
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Advanced Storage Sensors (II)

• The Advanced Storage Sensors for monitoring 
and accounting are almost done:
– CASTOR: waiting CERN for a fix in rfio log 

(configuration?) reporting. Tested at INFN-T1
– DPM: code almost ready, only few changes, need. 

testing
– dCache: in test since some months at INFN-BARI. 

Overall good results

• (not LeMON output format yet)
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FTS Sensor
• In test at INFN-T1 FTS server

• The developing is stopped because of the imminent 
update of the service Measurement Class: FTS_jobs
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All LeMON compatible Sensors
• Measurement specification for GridICE-LeMON

compatible probes are provided for: 
– CPUINFO (10100) 
– OS (10101) 
– ALIVE (10102) 
– REGFILES (10103) 
– DAEMON (10104) 
– UPTIME (11001) 
– CPU (11011) 
– MEMORY (11021) 
– SWAP (11022) 
– PROCESSES (11031) 
– DISK (11101) 
– SOCKETS (11201) 
– NETWORK (11202) 
– Jobs (10106)
– LRMSInfo (10107) 


