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       A bit later: lensing out of the game?



SNIa/Cepheids

SH0ES 2021

H0 [km/s/Mpc]
65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80

TDCOSMO IV 

(Birrer 2020)

TDCOSMO IV 

(Birrer 2020)

TDCOSMO I 

(Millon 2019)

CMB 

Planck 2018

SNIa and gravitational lensing


       A bit later: lensing out of the game? 


… agrees with CMB?



H0 [km/s/Mpc]
65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80

TDCOSMO IV 

(Birrer 2020)

TDCOSMO IV 

(Birrer 2020)

TDCOSMO I 

(Millon 2019)

Plan:

1. Recap: how lensing measures H0

2. Challenges: modeling degeneracy

3. Opportunities: galactic structure



LSST: 100’s of strongly lensed variable quasars
Oguri, Marshall, 1001.2037

JWST: improved kinematics
 Yıldırım, Suyu, Halkola, 1904.07237

Birrer, Treu, 2008.06157

Plan:

1. Recap: how lensing measures H0

2. Challenges: modeling degeneracy

3. Opportunities: galactic structure

What is dark matter?
Where are the missing baryons?



LSST: 100’s of strongly lensed variable quasars
Oguri, Marshall, 1001.2037

JWST: improved kinematics
 Yıldırım, Suyu, Halkola, 1904.07237

Birrer, Treu, 2008.06157

Plan:

1. Recap: how lensing measures H0

2. Challenges: modeling degeneracy

3. Opportunities: galactic structure

What is dark matter?
Where are the missing baryons?



LSST: 100’s of strongly lensed variable quasars
Oguri, Marshall, 1001.2037

JWST: improved kinematics
 Yıldırım, Suyu, Halkola, 1904.07237

Birrer, Treu, 2008.06157

Plan:

1. Recap: how lensing measures H0

2. Challenges: modeling degeneracy 

3. Opportunities: galactic structure

What is dark matter?
Where are the missing baryons?



1. Recap: how lensing measures H0

Observables:

Bonvin et al, 2016

A

B

C

D

Extended source image ΔtABTime delay



1. Recap: how lensing measures H0

Observables:

Bonvin et al, 2016

A

B

C

D

Extended source image ΔtABTime delay

β

θ
α

Σcrit =
dA(zs,0)

4πG dA(zl,0)dA(zs, zl)

⃗θ = ⃗β + ⃗α ( ⃗θ )

κ( ⃗θ ) =
Σ( ⃗θ )
Σcrit

=
1
2

⃗∇θ ⋅ ⃗α =
1
2

⃗∇2
θψ



1. Recap: how lensing measures H0

Observables:

Bonvin et al, 2016

A

B

C

D

Extended source image ΔtABTime delay

ΔtAB = DΔt ΔτAB ΔτAB =
⃗θ 2
A

2
− ⃗β ⋅ ⃗θ A − ψ ( ⃗θ A) − (A ↔ B)κ( ⃗θ ) =

Σ( ⃗θ )
Σcrit

=
1
2

⃗∇θ ⋅ ⃗α =
1
2

⃗∇2
θψ

Σcrit =
dA(zs,0)

4πG dA(zl,0)dA(zs, zl)

⃗θ = ⃗β + ⃗α ( ⃗θ )

β

θ
α

DΔt = (1 + zl)
dA(zl,0)dA(zs,0)

dA(zs, zl)



Observables:

Bonvin et al, 2016

A

B

C

D

Extended source image ΔtABTime delay

DΔt = (1 + zl)
dA(zl,0)dA(zs,0)

dA(zs, zl)

1. From the image, reconstruct a model


2. Given the model and      , extract     Δt DΔt =
Δt
Δτ

∝ 1/H0

κ( ⃗θ ), ⃗β → Δτ

1. Recap: how lensing measures H0

ΔtAB = DΔt ΔτAB ΔτAB =
⃗θ 2
A

2
− ⃗β ⋅ ⃗θ A − ψ ( ⃗θ A) − (A ↔ B)κ( ⃗θ ) =

Σ( ⃗θ )
Σcrit

=
1
2

⃗∇θ ⋅ ⃗α =
1
2

⃗∇2
θψ

Σcrit =
dA(zs,0)

4πG dA(zl,0)dA(zs, zl)



⃗θ = ⃗β + ⃗α

= ⃗β λ + ⃗α λ

= λ ⃗β + λ ⃗α + (1 − λ) ⃗θ

= λ( ⃗β + ⃗α − ⃗θ ) + ⃗θ
= ⃗θ

2. Challenges: modeling degeneracy

β

θ
α

H0
κ



H0λ = λH0

H0

κλ = λκ + (1 − λ)

κ

β

θ
α

βλ

θ
αλ



Rusu et al, 1607.01047 (H0LiCOW III)

Modelling 

external 

convergence

βλ

θ
αλ

H0λ = λH0

κλ = λκ + (1 − λ)



A&A proofs: manuscript no. aanda

Fig. 3. Hubble constant as a function of the measured velocity disper-
sion of the main lens. The horizontal lines indicate the latest H0LiCOW
2019 (dotted orange, Wong et al. 2019) and Planck (dashed blue,
Planck Collaboration 2018) results along with the 1� uncertainties.

5.2. Dependency on intrinsic parameters of the deflector

traced by the velocity dispersion

An additional potential concern is whether systematic di↵er-
ences between our assumptions and the internal structure of
early-type galaxies could give rise to measurable biases. For
example, the so-called "tilt" of the fundamental mass plane is
believed to arise primarily from the increase in dark-to-stellar
matter ratio, a systematic change in stellar initial mass function
with galaxy stellar mass, and possibly a small subdominant con-
tribution from systematic variations in stellar orbits anisotropy
(Auger et al. 2010; Cappellari 2016). The stellar initial mass
function is not a concern in the TDCOSMO analysis, since the
stellar mass to light in the composite models is a free parameter.
However, in principle the other two sources of "tilt" could intro-
duce a potential systematic e↵ect in TDCOSMO analysis, where
each system is analyzed independently and with the same priors,
rather than with priors that depend on the stellar mass.

In Fig. 3 we show the inferred H0 as a function of stellar ve-
locity dispersion, a redshift independent proxy of position along
the fundamental plane. No trend is found, indicating that any
residual velocity dispersion dependent bias is smaller than the
measurement uncertainties, and thus not significant at this stage.
As for the plots shown in the previous (and next) section, this
sanity test should be repeated as the sample size and individual
measurement precision increase.

5.3. Dependency on the external convergence and lens

redshift

In the previous sections, the focus is on how the lens velocity
dispersion influences H0 measurements. But there is also an ex-
ternal contribution of all objects along the line of sight to the
main lensing potential. This external convergence, ext, is esti-
mated in all TDCOSMO systems from galaxy counts, in com-
bination with spectroscopy for obtaining redshifts for galaxies
and quantifying coherent structures (e.g., groups and clusters).
Tihhonova et al. (2018) showed that this measurement is com-
patible with the constraints obtained on ext with weak lensing.
ext is directly related to the time-delay distance D�t, as shown
in Equation (7). Similarly, the e↵ect of the external convergence

Fig. 4. Measured Hubble constant, before (upper panel) and after (lower
panel) correction for the mass along the line of sight as a function of the
estimated external convergence. H

uncorr
0 and H

corr
0 are related according

to Equation (15). The dashed black lines show the best linear fit, and
the shaded grey envelopes correspond to the 1� uncertainties. The dot-
ted blue lines represent the relation expected from the theory between
H

uncorr
0 , H

corr
0 and ext.

on the inferred H0 can be written as :

H
uncorr
0 =

H
corr
0

(1 � ext)
, (15)

where H
uncorr
0 (Hcorr

0 ) is the value of H0 before (after) correc-
tion from ext. The e↵ect of this external MST can be mitigated
by directly inferring ext. To test the presence of residual ex-
ternal Mass-Sheet Degeneracy (MSD) not entirely removed by
the measurement of ext, we investigate the presence of corre-
lation between the estimated ext and the inferred H0 value for
the seven lenses of the TDCOSMO sample. The top panel of
Fig. 4 shows the relation between the H0 measurements before
correction for the mass along the line of sight, i.e. H

uncorr
0 and

the estimated convergence. A trend is visible between these two
quantities indicating that the measurement is indeed sensitive to
the lens environment. If no correction is applied, the lenses lo-
cated in over-dense regions (positive ext) tend to have a higher
H

uncorr
0 than lenses in under-dense regions (negative ext). We fit

a linear model to the un-corrected data, and measure a slope of
a

uncorr = 90.0± 32.1 km s�1 Mpc�1, well compatible with the ex-
pected slope of a

uncorr = H
corr
0 = 73.7 km s�1 Mpc�1.
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Fig. 3. Hubble constant as a function of the measured velocity disper-
sion of the main lens. The horizontal lines indicate the latest H0LiCOW
2019 (dotted orange, Wong et al. 2019) and Planck (dashed blue,
Planck Collaboration 2018) results along with the 1� uncertainties.

5.2. Dependency on intrinsic parameters of the deflector

traced by the velocity dispersion

An additional potential concern is whether systematic di↵er-
ences between our assumptions and the internal structure of
early-type galaxies could give rise to measurable biases. For
example, the so-called "tilt" of the fundamental mass plane is
believed to arise primarily from the increase in dark-to-stellar
matter ratio, a systematic change in stellar initial mass function
with galaxy stellar mass, and possibly a small subdominant con-
tribution from systematic variations in stellar orbits anisotropy
(Auger et al. 2010; Cappellari 2016). The stellar initial mass
function is not a concern in the TDCOSMO analysis, since the
stellar mass to light in the composite models is a free parameter.
However, in principle the other two sources of "tilt" could intro-
duce a potential systematic e↵ect in TDCOSMO analysis, where
each system is analyzed independently and with the same priors,
rather than with priors that depend on the stellar mass.

In Fig. 3 we show the inferred H0 as a function of stellar ve-
locity dispersion, a redshift independent proxy of position along
the fundamental plane. No trend is found, indicating that any
residual velocity dispersion dependent bias is smaller than the
measurement uncertainties, and thus not significant at this stage.
As for the plots shown in the previous (and next) section, this
sanity test should be repeated as the sample size and individual
measurement precision increase.

5.3. Dependency on the external convergence and lens

redshift

In the previous sections, the focus is on how the lens velocity
dispersion influences H0 measurements. But there is also an ex-
ternal contribution of all objects along the line of sight to the
main lensing potential. This external convergence, ext, is esti-
mated in all TDCOSMO systems from galaxy counts, in com-
bination with spectroscopy for obtaining redshifts for galaxies
and quantifying coherent structures (e.g., groups and clusters).
Tihhonova et al. (2018) showed that this measurement is com-
patible with the constraints obtained on ext with weak lensing.
ext is directly related to the time-delay distance D�t, as shown
in Equation (7). Similarly, the e↵ect of the external convergence

Fig. 4. Measured Hubble constant, before (upper panel) and after (lower
panel) correction for the mass along the line of sight as a function of the
estimated external convergence. H

uncorr
0 and H

corr
0 are related according

to Equation (15). The dashed black lines show the best linear fit, and
the shaded grey envelopes correspond to the 1� uncertainties. The dot-
ted blue lines represent the relation expected from the theory between
H

uncorr
0 , H

corr
0 and ext.

on the inferred H0 can be written as :

H
uncorr
0 =

H
corr
0

(1 � ext)
, (15)

where H
uncorr
0 (Hcorr

0 ) is the value of H0 before (after) correc-
tion from ext. The e↵ect of this external MST can be mitigated
by directly inferring ext. To test the presence of residual ex-
ternal Mass-Sheet Degeneracy (MSD) not entirely removed by
the measurement of ext, we investigate the presence of corre-
lation between the estimated ext and the inferred H0 value for
the seven lenses of the TDCOSMO sample. The top panel of
Fig. 4 shows the relation between the H0 measurements before
correction for the mass along the line of sight, i.e. H

uncorr
0 and

the estimated convergence. A trend is visible between these two
quantities indicating that the measurement is indeed sensitive to
the lens environment. If no correction is applied, the lenses lo-
cated in over-dense regions (positive ext) tend to have a higher
H

uncorr
0 than lenses in under-dense regions (negative ext). We fit

a linear model to the un-corrected data, and measure a slope of
a

uncorr = 90.0± 32.1 km s�1 Mpc�1, well compatible with the ex-
pected slope of a

uncorr = H
corr
0 = 73.7 km s�1 Mpc�1.
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Fig. 3. Hubble constant as a function of the measured velocity disper-
sion of the main lens. The horizontal lines indicate the latest H0LiCOW
2019 (dotted orange, Wong et al. 2019) and Planck (dashed blue,
Planck Collaboration 2018) results along with the 1� uncertainties.

5.2. Dependency on intrinsic parameters of the deflector

traced by the velocity dispersion

An additional potential concern is whether systematic di↵er-
ences between our assumptions and the internal structure of
early-type galaxies could give rise to measurable biases. For
example, the so-called "tilt" of the fundamental mass plane is
believed to arise primarily from the increase in dark-to-stellar
matter ratio, a systematic change in stellar initial mass function
with galaxy stellar mass, and possibly a small subdominant con-
tribution from systematic variations in stellar orbits anisotropy
(Auger et al. 2010; Cappellari 2016). The stellar initial mass
function is not a concern in the TDCOSMO analysis, since the
stellar mass to light in the composite models is a free parameter.
However, in principle the other two sources of "tilt" could intro-
duce a potential systematic e↵ect in TDCOSMO analysis, where
each system is analyzed independently and with the same priors,
rather than with priors that depend on the stellar mass.

In Fig. 3 we show the inferred H0 as a function of stellar ve-
locity dispersion, a redshift independent proxy of position along
the fundamental plane. No trend is found, indicating that any
residual velocity dispersion dependent bias is smaller than the
measurement uncertainties, and thus not significant at this stage.
As for the plots shown in the previous (and next) section, this
sanity test should be repeated as the sample size and individual
measurement precision increase.
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In the previous sections, the focus is on how the lens velocity
dispersion influences H0 measurements. But there is also an ex-
ternal contribution of all objects along the line of sight to the
main lensing potential. This external convergence, ext, is esti-
mated in all TDCOSMO systems from galaxy counts, in com-
bination with spectroscopy for obtaining redshifts for galaxies
and quantifying coherent structures (e.g., groups and clusters).
Tihhonova et al. (2018) showed that this measurement is com-
patible with the constraints obtained on ext with weak lensing.
ext is directly related to the time-delay distance D�t, as shown
in Equation (7). Similarly, the e↵ect of the external convergence
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0 and H
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the shaded grey envelopes correspond to the 1� uncertainties. The dot-
ted blue lines represent the relation expected from the theory between
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uncorr
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corr
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where H
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0 (Hcorr

0 ) is the value of H0 before (after) correc-
tion from ext. The e↵ect of this external MST can be mitigated
by directly inferring ext. To test the presence of residual ex-
ternal Mass-Sheet Degeneracy (MSD) not entirely removed by
the measurement of ext, we investigate the presence of corre-
lation between the estimated ext and the inferred H0 value for
the seven lenses of the TDCOSMO sample. The top panel of
Fig. 4 shows the relation between the H0 measurements before
correction for the mass along the line of sight, i.e. H

uncorr
0 and

the estimated convergence. A trend is visible between these two
quantities indicating that the measurement is indeed sensitive to
the lens environment. If no correction is applied, the lenses lo-
cated in over-dense regions (positive ext) tend to have a higher
H

uncorr
0 than lenses in under-dense regions (negative ext). We fit

a linear model to the un-corrected data, and measure a slope of
a

uncorr = 90.0± 32.1 km s�1 Mpc�1, well compatible with the ex-
pected slope of a

uncorr = H
corr
0 = 73.7 km s�1 Mpc�1.
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Fig. 3. Hubble constant as a function of the measured velocity disper-
sion of the main lens. The horizontal lines indicate the latest H0LiCOW
2019 (dotted orange, Wong et al. 2019) and Planck (dashed blue,
Planck Collaboration 2018) results along with the 1� uncertainties.

5.2. Dependency on intrinsic parameters of the deflector

traced by the velocity dispersion

An additional potential concern is whether systematic di↵er-
ences between our assumptions and the internal structure of
early-type galaxies could give rise to measurable biases. For
example, the so-called "tilt" of the fundamental mass plane is
believed to arise primarily from the increase in dark-to-stellar
matter ratio, a systematic change in stellar initial mass function
with galaxy stellar mass, and possibly a small subdominant con-
tribution from systematic variations in stellar orbits anisotropy
(Auger et al. 2010; Cappellari 2016). The stellar initial mass
function is not a concern in the TDCOSMO analysis, since the
stellar mass to light in the composite models is a free parameter.
However, in principle the other two sources of "tilt" could intro-
duce a potential systematic e↵ect in TDCOSMO analysis, where
each system is analyzed independently and with the same priors,
rather than with priors that depend on the stellar mass.

In Fig. 3 we show the inferred H0 as a function of stellar ve-
locity dispersion, a redshift independent proxy of position along
the fundamental plane. No trend is found, indicating that any
residual velocity dispersion dependent bias is smaller than the
measurement uncertainties, and thus not significant at this stage.
As for the plots shown in the previous (and next) section, this
sanity test should be repeated as the sample size and individual
measurement precision increase.

5.3. Dependency on the external convergence and lens

redshift

In the previous sections, the focus is on how the lens velocity
dispersion influences H0 measurements. But there is also an ex-
ternal contribution of all objects along the line of sight to the
main lensing potential. This external convergence, ext, is esti-
mated in all TDCOSMO systems from galaxy counts, in com-
bination with spectroscopy for obtaining redshifts for galaxies
and quantifying coherent structures (e.g., groups and clusters).
Tihhonova et al. (2018) showed that this measurement is com-
patible with the constraints obtained on ext with weak lensing.
ext is directly related to the time-delay distance D�t, as shown
in Equation (7). Similarly, the e↵ect of the external convergence

Fig. 4. Measured Hubble constant, before (upper panel) and after (lower
panel) correction for the mass along the line of sight as a function of the
estimated external convergence. H

uncorr
0 and H

corr
0 are related according

to Equation (15). The dashed black lines show the best linear fit, and
the shaded grey envelopes correspond to the 1� uncertainties. The dot-
ted blue lines represent the relation expected from the theory between
H

uncorr
0 , H

corr
0 and ext.

on the inferred H0 can be written as :

H
uncorr
0 =

H
corr
0

(1 � ext)
, (15)

where H
uncorr
0 (Hcorr

0 ) is the value of H0 before (after) correc-
tion from ext. The e↵ect of this external MST can be mitigated
by directly inferring ext. To test the presence of residual ex-
ternal Mass-Sheet Degeneracy (MSD) not entirely removed by
the measurement of ext, we investigate the presence of corre-
lation between the estimated ext and the inferred H0 value for
the seven lenses of the TDCOSMO sample. The top panel of
Fig. 4 shows the relation between the H0 measurements before
correction for the mass along the line of sight, i.e. H

uncorr
0 and

the estimated convergence. A trend is visible between these two
quantities indicating that the measurement is indeed sensitive to
the lens environment. If no correction is applied, the lenses lo-
cated in over-dense regions (positive ext) tend to have a higher
H

uncorr
0 than lenses in under-dense regions (negative ext). We fit

a linear model to the un-corrected data, and measure a slope of
a

uncorr = 90.0± 32.1 km s�1 Mpc�1, well compatible with the ex-
pected slope of a

uncorr = H
corr
0 = 73.7 km s�1 Mpc�1.
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Fig. 3. Hubble constant as a function of the measured velocity disper-
sion of the main lens. The horizontal lines indicate the latest H0LiCOW
2019 (dotted orange, Wong et al. 2019) and Planck (dashed blue,
Planck Collaboration 2018) results along with the 1� uncertainties.
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traced by the velocity dispersion

An additional potential concern is whether systematic di↵er-
ences between our assumptions and the internal structure of
early-type galaxies could give rise to measurable biases. For
example, the so-called "tilt" of the fundamental mass plane is
believed to arise primarily from the increase in dark-to-stellar
matter ratio, a systematic change in stellar initial mass function
with galaxy stellar mass, and possibly a small subdominant con-
tribution from systematic variations in stellar orbits anisotropy
(Auger et al. 2010; Cappellari 2016). The stellar initial mass
function is not a concern in the TDCOSMO analysis, since the
stellar mass to light in the composite models is a free parameter.
However, in principle the other two sources of "tilt" could intro-
duce a potential systematic e↵ect in TDCOSMO analysis, where
each system is analyzed independently and with the same priors,
rather than with priors that depend on the stellar mass.

In Fig. 3 we show the inferred H0 as a function of stellar ve-
locity dispersion, a redshift independent proxy of position along
the fundamental plane. No trend is found, indicating that any
residual velocity dispersion dependent bias is smaller than the
measurement uncertainties, and thus not significant at this stage.
As for the plots shown in the previous (and next) section, this
sanity test should be repeated as the sample size and individual
measurement precision increase.
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mated in all TDCOSMO systems from galaxy counts, in com-
bination with spectroscopy for obtaining redshifts for galaxies
and quantifying coherent structures (e.g., groups and clusters).
Tihhonova et al. (2018) showed that this measurement is com-
patible with the constraints obtained on ext with weak lensing.
ext is directly related to the time-delay distance D�t, as shown
in Equation (7). Similarly, the e↵ect of the external convergence
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tion from ext. The e↵ect of this external MST can be mitigated
by directly inferring ext. To test the presence of residual ex-
ternal Mass-Sheet Degeneracy (MSD) not entirely removed by
the measurement of ext, we investigate the presence of corre-
lation between the estimated ext and the inferred H0 value for
the seven lenses of the TDCOSMO sample. The top panel of
Fig. 4 shows the relation between the H0 measurements before
correction for the mass along the line of sight, i.e. H

uncorr
0 and

the estimated convergence. A trend is visible between these two
quantities indicating that the measurement is indeed sensitive to
the lens environment. If no correction is applied, the lenses lo-
cated in over-dense regions (positive ext) tend to have a higher
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uncorr
0 than lenses in under-dense regions (negative ext). We fit

a linear model to the un-corrected data, and measure a slope of
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pected slope of a
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Fig. 3. Hubble constant as a function of the measured velocity disper-
sion of the main lens. The horizontal lines indicate the latest H0LiCOW
2019 (dotted orange, Wong et al. 2019) and Planck (dashed blue,
Planck Collaboration 2018) results along with the 1� uncertainties.

5.2. Dependency on intrinsic parameters of the deflector

traced by the velocity dispersion

An additional potential concern is whether systematic di↵er-
ences between our assumptions and the internal structure of
early-type galaxies could give rise to measurable biases. For
example, the so-called "tilt" of the fundamental mass plane is
believed to arise primarily from the increase in dark-to-stellar
matter ratio, a systematic change in stellar initial mass function
with galaxy stellar mass, and possibly a small subdominant con-
tribution from systematic variations in stellar orbits anisotropy
(Auger et al. 2010; Cappellari 2016). The stellar initial mass
function is not a concern in the TDCOSMO analysis, since the
stellar mass to light in the composite models is a free parameter.
However, in principle the other two sources of "tilt" could intro-
duce a potential systematic e↵ect in TDCOSMO analysis, where
each system is analyzed independently and with the same priors,
rather than with priors that depend on the stellar mass.

In Fig. 3 we show the inferred H0 as a function of stellar ve-
locity dispersion, a redshift independent proxy of position along
the fundamental plane. No trend is found, indicating that any
residual velocity dispersion dependent bias is smaller than the
measurement uncertainties, and thus not significant at this stage.
As for the plots shown in the previous (and next) section, this
sanity test should be repeated as the sample size and individual
measurement precision increase.

5.3. Dependency on the external convergence and lens

redshift

In the previous sections, the focus is on how the lens velocity
dispersion influences H0 measurements. But there is also an ex-
ternal contribution of all objects along the line of sight to the
main lensing potential. This external convergence, ext, is esti-
mated in all TDCOSMO systems from galaxy counts, in com-
bination with spectroscopy for obtaining redshifts for galaxies
and quantifying coherent structures (e.g., groups and clusters).
Tihhonova et al. (2018) showed that this measurement is com-
patible with the constraints obtained on ext with weak lensing.
ext is directly related to the time-delay distance D�t, as shown
in Equation (7). Similarly, the e↵ect of the external convergence

Fig. 4. Measured Hubble constant, before (upper panel) and after (lower
panel) correction for the mass along the line of sight as a function of the
estimated external convergence. H

uncorr
0 and H

corr
0 are related according

to Equation (15). The dashed black lines show the best linear fit, and
the shaded grey envelopes correspond to the 1� uncertainties. The dot-
ted blue lines represent the relation expected from the theory between
H

uncorr
0 , H

corr
0 and ext.

on the inferred H0 can be written as :

H
uncorr
0 =

H
corr
0

(1 � ext)
, (15)

where H
uncorr
0 (Hcorr

0 ) is the value of H0 before (after) correc-
tion from ext. The e↵ect of this external MST can be mitigated
by directly inferring ext. To test the presence of residual ex-
ternal Mass-Sheet Degeneracy (MSD) not entirely removed by
the measurement of ext, we investigate the presence of corre-
lation between the estimated ext and the inferred H0 value for
the seven lenses of the TDCOSMO sample. The top panel of
Fig. 4 shows the relation between the H0 measurements before
correction for the mass along the line of sight, i.e. H

uncorr
0 and

the estimated convergence. A trend is visible between these two
quantities indicating that the measurement is indeed sensitive to
the lens environment. If no correction is applied, the lenses lo-
cated in over-dense regions (positive ext) tend to have a higher
H

uncorr
0 than lenses in under-dense regions (negative ext). We fit

a linear model to the un-corrected data, and measure a slope of
a

uncorr = 90.0± 32.1 km s�1 Mpc�1, well compatible with the ex-
pected slope of a

uncorr = H
corr
0 = 73.7 km s�1 Mpc�1.
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To make things more concrete we define the �PL family of profiles:

�(~✓)=�PL(~✓) + (1� �)c(~✓). (11)

Here, we take PL to represent the elliptic PL profile as used by H0LiCOW to successfully model the lensing data in
their systems4. The c(~✓) term is chosen to satisfy c(~✓) ⇡ 1 for ✓ < ✓c and to fall faster than PL at ✓ > ✓c. We do
not need to assume that c(~✓) is isotropic, but in what follows for simplicity we will.
As a first example, consider the 3D cored density profile ⇢c(r) =

2
⇡⌃cR

3
c(R

2
c+r

2)�2, where ⌃c is the critical density of

Eq. (4). The convergence for this profile is c(~✓) =
⇣
1 + ✓2

✓2
c

⌘� 3
2
= 1� 3✓2

2✓2
c
+O

⇣
✓4

✓4
c

⌘
and it induces the deflection angle

~↵c(~✓) = ✓̂
2✓2

c
✓

✓
1�

⇣
1 + ✓2

✓2
c

⌘� 1
2

◆
= ~✓

⇣
1� 3✓2

4✓2
c
+O

⇣
✓4

✓4
c

⌘⌘
. Obviously, using this c in Eq. (11) gives an approximate

MSD inside of ✓ < ✓c. We can estimate the corrections to the MSD by comparing the Einstein angle ✓E for PL and
the Einstein angle ✓E� for � in Eq. (11). For simplicity, in this exercise we take PL to be isotropic and given by

PL(~✓) = 3��
2

✓��1
E

✓��1 , for which the deflection angle is ~↵PL(~✓) =
✓��1
E

✓��1
~✓. In the limit ✓c ! 1, the MSD is exact and

✓E = ✓E�. For finite ✓c we find ✓E� = ✓E + �, with � = �
3

4(��1)
1��
�

✓2
E
✓2
c
+ O

⇣
✓4
E
✓4
c

⌘
. From the form of � we can infer

the parametric dependence of the breaking of the MSD. The corrections to the image plane geometry enter at order
✓
2
/✓

2
c , and if � ⇡ 1 (that is, if we only add a small core) are further suppressed by a factor 1� �. Note that for real

systems H0LiCOW find � ⇡ 2 so 1/(� � 1) ⇡ 1 (see Tab. 1).
More generally, if in Eq. (11) we use a core component that can be expanded as c = 1 + a✓

2
/✓

2
c + ... at ✓ < ✓c,

then the leading order image plane corrections to the MSD at ✓ < ✓c scale as (1� �)✓2/✓2c . This scaling remains true
also when the baseline term PL (or whatever other baseline model is considered, e.g. a composite stellar cusp+NFW
model) is anisotropic.
As another example, consider the 3D cored Navarro-Frenk-White (NFW) density profile,

⇢cNFW(r)=
⇢0

(Rc + r)(Rs + r)2
, (12)

which contains 1 extra parameter Rc, defining the core, in addition to the usual NFW density ⇢0 and scale radius
Rs. The convergence cNFW can be computed analytically even though is not particularly illuminating (in App. A we
collect some formulae for profiles that could serve as the core component in �PL models). With proper normalization
such that cNFW(0) = 1 it has the correct characteristics to function as c in Eq. (11). We show cNFW by the dashed
black line in Fig. 1. We have set ✓s = Rs/Dl = 11 and ✓c = 0.5 ✓s, indicated by arrows at the bottom of the plot.
To illustrate the MSD, in Fig. 2 we calculate the lensing geometry and time delays for a toy model of a quasar

sitting in an extended host galaxy. To make things simple we replace the extended host by a circle on the source
plane, centred on the quasar. We first do the lensing exercise for a pure PL model with slope n = 1.95 and ellipticity
parameter q = 0.8, similar to typical H0LiCOW systems. The source plane host “galaxy” is shown by the red circle
in the top panel (source plane). The “quasar” is denoted by magenta cross. The lensed images are shown by red lines
in the bottom panel (image plane). (It is di�cult to see these lines because they lie underneath the green lines of the
�PL model, as explained below.) We calculate the dimensionless time delays �⌧ij at the quasar image positions and
show them next to the bottom panel (magenta, titled PL). The convergence for this PL model (along the ✓x axis) is
shown by the red line in Fig. 1. We have chosen the PL normalisation such that ✓E ⇡ 1.
Next, we consider a �PL model with � = 0.75. The convergence for this �PL model is shown by the blue line in

Fig. 1. The source plane host model as given by the MSD is shown by the green circle in the top panel of Fig. 2. The
quasar is shown by the blue cross. The images are shown by the green line and blue crosses in the bottom panel. As
expected, they sit almost on top of the pure PL. The time delays for the �PL model images are shown next to the
bottom panel (blue, titled �PL). As expected the �PL time delays satisfy �⌧ij,� ⇡ ��⌧ij .

3. IF WE ASSUME H0 FROM CMB/LSS, WHAT DO WE LEARN ABOUT H0LICOW LENSES?

If one used the toy example of Fig. 2 to measure H0, and if, assuming the pure PL model, one found, for example,
H0 = 74 km/s/Mpc, then we expect that the �PL model with � = 0.75 would give acceptable likelihood with

4
The elliptic PL profile is referred to as SPEMD in (Suyu et al. 2017; Bonvin et al. 2019; Birrer et al. 2019; Chen et al. 2019; Wong et al.

2019).

κλ = λκ + (1 − λ)κc
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θ
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A core component in lens halos could solve lensing H0 tension.
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Figure 1. Convergence for a �PL model, with � = 0.75 (blue) and � = 0.9 (green). The � = 1 pure PL case is shown in red,
and the cNFW profile is shown in dashed black. A value of � ⇡ 0.9 would bring the H0LiCOW determination of H0 down to
the CMB/LSS value. Note that for H0LiCOW lenses, both lensing and kinematics data reach outward only slightly beyond ✓E ,
and never constrain angles around the value of ✓c chosen in this example.

H0 ⇡ 56 km/s/Mpc. Our choice of � in this example is, of course, an exaggeration. To solve the H0 tension we
only need � ⇡ 0.9. In Tab. 1 we collect some key numbers for six H0LiCOW systems. Taking H0 ⇡ 67 km/s/Mpc
to represent the CMB/LSS measurement, we show in the third column the value of � that is required to bring the
cosmographic H0 from each system down to the CMB/LSS value.

Table 1. Lens systems from Millon et al. (2019). Values for H0 (in km/s/Mpc) are from the PL fit (Fig. 6 in Millon et al.
(2019)). Approximate values for the PL index �, the Einstein radius ✓E , and the NFW scale ✓s were read from PL and composite
NFW+stellar fits reported by papers in the last column.

H0 � = 67/H0 � ✓E [”] ✓s [”] lens redshift zl ref

RXJ1131 76.1+3.6
�4.3 0.88+0.06

�0.04 1.98 1.6 19 0.295 Chen et al. (2016)

PG1115 83.0+7.8
�7.0 0.81+0.07

�0.07 2.18 1.1 17 0.311 Chen et al. (2019)

HE0435 71.7+5.1
�4.6 0.93+0.07

�0.06 1.87 1.2 10 0.4546 Chen et al. (2019)

DESJ0408 74.6+2.5
�2.9 0.9+0.03

�0.03 2 1.9 13 0.6 Shajib et al. (2019)

WFI2033 72.6+3.3
�3.5 0.92+0.05

�0.04 1.95 0.9 11 0.6575 Rusu et al. (2019)

J1206 67.0+5.7
�4.8 1+0.08

�0.08 1.95 1.2 4.7 0.745 Birrer et al. (2019)

Noting that H0LiCOW found adequate fits to the lensing reconstruction with the PL model, and given an estimate
of � for each system from Tab. 1, we can use Eq. (11) with some model for c to investigate the implied physical shape
of the lens galaxies. In Fig. 3 we show the results of this exercise for five systems5, where we use cNFW with ✓s = 11”
and ✓c = 5.5” to play the role of c. For simplicity we ignore the ellipticity q of the PL component. Including it would
shift the PL line by a constant factor of q

��1
2 if we project along the ✓x direction, or q

� ��1
2 if we project along ✓y,

without adjusting c. Typical H0LiCOW lenses have q ⇠ 0.8 and � ⇠ 2.

5
The 6th system – J1206 Birrer et al. (2019) – has � = 1± 0.08, so while it would admit a � ⇠ 0.92 core it is also consistent with no core

component.
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Figure 1. Convergence for a �PL model, with � = 0.75 (blue) and � = 0.9 (green). The � = 1 pure PL case is shown in red,
and the cNFW profile is shown in dashed black. A value of � ⇡ 0.9 would bring the H0LiCOW determination of H0 down to
the CMB/LSS value. Note that for H0LiCOW lenses, both lensing and kinematics data reach outward only slightly beyond ✓E ,
and never constrain angles around the value of ✓c chosen in this example.

H0 ⇡ 56 km/s/Mpc. Our choice of � in this example is, of course, an exaggeration. To solve the H0 tension we
only need � ⇡ 0.9. In Tab. 1 we collect some key numbers for six H0LiCOW systems. Taking H0 ⇡ 67 km/s/Mpc
to represent the CMB/LSS measurement, we show in the third column the value of � that is required to bring the
cosmographic H0 from each system down to the CMB/LSS value.

Table 1. Lens systems from Millon et al. (2019). Values for H0 (in km/s/Mpc) are from the PL fit (Fig. 6 in Millon et al.
(2019)). Approximate values for the PL index �, the Einstein radius ✓E , and the NFW scale ✓s were read from PL and composite
NFW+stellar fits reported by papers in the last column.

H0 � = 67/H0 � ✓E [”] ✓s [”] lens redshift zl ref

RXJ1131 76.1+3.6
�4.3 0.88+0.06

�0.04 1.98 1.6 19 0.295 Chen et al. (2016)

PG1115 83.0+7.8
�7.0 0.81+0.07

�0.07 2.18 1.1 17 0.311 Chen et al. (2019)

HE0435 71.7+5.1
�4.6 0.93+0.07

�0.06 1.87 1.2 10 0.4546 Chen et al. (2019)

DESJ0408 74.6+2.5
�2.9 0.9+0.03

�0.03 2 1.9 13 0.6 Shajib et al. (2019)

WFI2033 72.6+3.3
�3.5 0.92+0.05

�0.04 1.95 0.9 11 0.6575 Rusu et al. (2019)

J1206 67.0+5.7
�4.8 1+0.08

�0.08 1.95 1.2 4.7 0.745 Birrer et al. (2019)

Noting that H0LiCOW found adequate fits to the lensing reconstruction with the PL model, and given an estimate
of � for each system from Tab. 1, we can use Eq. (11) with some model for c to investigate the implied physical shape
of the lens galaxies. In Fig. 3 we show the results of this exercise for five systems5, where we use cNFW with ✓s = 11”
and ✓c = 5.5” to play the role of c. For simplicity we ignore the ellipticity q of the PL component. Including it would
shift the PL line by a constant factor of q

��1
2 if we project along the ✓x direction, or q

� ��1
2 if we project along ✓y,

without adjusting c. Typical H0LiCOW lenses have q ⇠ 0.8 and � ⇠ 2.

5
The 6th system – J1206 Birrer et al. (2019) – has � = 1± 0.08, so while it would admit a � ⇠ 0.92 core it is also consistent with no core

component.
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Table 5: Summary of the model parameters sampled in the hierarchical inference on the TDCOSMO+SLACS sample.

name prior description

Cosmology (Flat ΛCDM)
H0 [km s−1Mpc−1] U([0, 150]) Hubble constant
Ωm N(µ = 0.298,σ = 0.022) current normalized matter density
Mass profile
λint,0 U([0.5, 1.5]) internal MST population mean
αλ U([−1, 1]) slope of λint with reff/θE of the deflector (Eqn. 50)
σ(λint) U(log([0.001, 0.5])) 1-σ Gaussian scatter in the internal MST
Normalization of IFU data
λifu U([0.5, 1.5]) internal MST population constraint from IFU data
σ(λifu) U(log([0.01, 0.5])) 1-σ Gaussian scatter in λifu
Stellar kinematics
〈aani〉 U(log(aani)) for aani in [0.1, 5] scaled anisotropy radius (Eqn. 51, 52)
σ(aani) U(log([0.01, 1])) σ(aani)〈aani〉 is the 1-σ Gaussian scatter in aani
σσP,sys U(log([0.01, 0.5])) systematic uncertainty on σP

SDSS measurements (Eqn. 57)
Line of sight
κext p(κext) of individual lenses (Fig. 6 & 9) external convergence of lenses

Table 6: Marginalized posteriors of our hierarchical Bayesian cosmography inference based on the priors and parameter-
ization specified in Table 5 for a flat ΛCDM cosmology.

Data sets H0 [km s−1Mpc−1] λint,0 αλ σ(λint) aani σ(aani) σσP,sys

TDCOSMO-only 74.5+5.6−6.1 1.02+0.08−0.09 0.00+0.07−0.07 0.01+0.03−0.01 2.32+1.62−1.17 0.16+0.50−0.14 -
TDCOSMO + SLACSIFU 73.3+5.8−5.8 1.00+0.08−0.08 −0.07+0.06−0.06 0.07+0.09−0.05 1.58+1.58−0.54 0.15+0.47−0.13 -
TDCOSMO + SLACSSDSS 67.4+4.3−4.7 0.91+0.05−0.06 −0.04+0.04−0.04 0.02+0.04−0.01 1.52+1.76−0.70 0.28+0.45−0.25 0.06+0.02−0.02
TDCOSMO + SLACSSDSS+IFU 67.4+4.1−3.2 0.91+0.04−0.04 −0.07+0.03−0.04 0.06+0.08−0.04 1.20+0.70−0.27 0.18+0.50−0.15 0.06+0.02−0.02

elliptical galaxies, we would not have to worry about the
internal MST. The approach chosen by our collaboration
(Wong et al. 2020; Shajib et al. 2019; Millon et al. 2019) was
to assume physically motivated mass profiles with degrees
of freedom in their parameters. In particular, the collabora-
tion used two different mass profiles, a power-law elliptical
mass profile, and a composite mass profile separating the
luminous component (with fixed mass-to-light ratio) and a
dark component described as a NFW profile. The good fit
to the data, the small pixellated corrections on the profiles
from the first lens system (Suyu et al. 2010), and the good
agreement of H0 inferred with the two mass profiles was a
positive sanity check on the result (Millon et al. 2019).

In this paper we have taken a different viewpoint, and
asked how much can the mass profiles depart from a power-
law and still be consistent with the data. By phrasing the
question in terms of the MST we can conveniently carry out
the calculations, because the MST leaves the lensing observ-
ables unchanged and therefore it corresponds to minimal
constraints and assumptions, and thus maximal uncertain-
ties with one additional degree of freedom. However, after
the inference, one has to examine the inferred MST trans-
formed profile and evaluate it in comparison with existing
and future data to make sure it is realistic. We know that
the exact MST cannot be the actual answer because profiles
have to go zero density at large radii, but the approximate
MST discussed in Section 2 provides a convenient interpre-
tation with the addition of a cored mass component.

Figure 17 illustrates a cored mass component approxi-
mating the MST inferred from this work, λint = 0.91± 0.04,
in combination with a power-law model inferred from the
population mean of the SLACS analysis by Shajib et al.
(prep).

The analysis presented here guarantees that the inferred
mass profile is consistent with the properties of TDCOSMO
and SLACS lenses. We will discuss below how additional
data may allow us to constrain the models even further
and thus reduce the overall uncertainty while keeping the
assumptions at a minimum.

8.2. Statistical error budget and known systematics

The total error budget of 5% on H0 in our combined TD-
COSMO+SLACS analysis can be traced back to specific
aspects of the data and the uncertainties in the model com-
ponents/assumptions. Fixing λint to a single-valued number
(i.e. λint = 1) is equivalent to assuming a power-law pro-
file and leads to an uncertainty in H0 of 2% (Millon et al.
2019). By subtracting in quadrature 2% from our total un-
certainty, we estimate that the total error contribution of
the MST (λint) to the error budget is 4.5%. Once the MST
is introduced, the uncertainty in the mass profile is dom-
inated by uncertainties in the measurement and modeling
assumptions of the velocity dispersion. The statistical con-
straints on the combined velocity dispersion measurements
of 33 SLACS lenses with SDSS spectroscopy, accounting
for the σσP,sys contribution, and the TDCOSMO spectro-
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Table 5: Summary of the model parameters sampled in the hierarchical inference on the TDCOSMO+SLACS sample.

name prior description

Cosmology (Flat ΛCDM)
H0 [km s−1Mpc−1] U([0, 150]) Hubble constant
Ωm N(µ = 0.298,σ = 0.022) current normalized matter density
Mass profile
λint,0 U([0.5, 1.5]) internal MST population mean
αλ U([−1, 1]) slope of λint with reff/θE of the deflector (Eqn. 50)
σ(λint) U(log([0.001, 0.5])) 1-σ Gaussian scatter in the internal MST
Normalization of IFU data
λifu U([0.5, 1.5]) internal MST population constraint from IFU data
σ(λifu) U(log([0.01, 0.5])) 1-σ Gaussian scatter in λifu
Stellar kinematics
〈aani〉 U(log(aani)) for aani in [0.1, 5] scaled anisotropy radius (Eqn. 51, 52)
σ(aani) U(log([0.01, 1])) σ(aani)〈aani〉 is the 1-σ Gaussian scatter in aani
σσP,sys U(log([0.01, 0.5])) systematic uncertainty on σP

SDSS measurements (Eqn. 57)
Line of sight
κext p(κext) of individual lenses (Fig. 6 & 9) external convergence of lenses

Table 6: Marginalized posteriors of our hierarchical Bayesian cosmography inference based on the priors and parameter-
ization specified in Table 5 for a flat ΛCDM cosmology.

Data sets H0 [km s−1Mpc−1] λint,0 αλ σ(λint) aani σ(aani) σσP,sys

TDCOSMO-only 74.5+5.6−6.1 1.02+0.08−0.09 0.00+0.07−0.07 0.01+0.03−0.01 2.32+1.62−1.17 0.16+0.50−0.14 -
TDCOSMO + SLACSIFU 73.3+5.8−5.8 1.00+0.08−0.08 −0.07+0.06−0.06 0.07+0.09−0.05 1.58+1.58−0.54 0.15+0.47−0.13 -
TDCOSMO + SLACSSDSS 67.4+4.3−4.7 0.91+0.05−0.06 −0.04+0.04−0.04 0.02+0.04−0.01 1.52+1.76−0.70 0.28+0.45−0.25 0.06+0.02−0.02
TDCOSMO + SLACSSDSS+IFU 67.4+4.1−3.2 0.91+0.04−0.04 −0.07+0.03−0.04 0.06+0.08−0.04 1.20+0.70−0.27 0.18+0.50−0.15 0.06+0.02−0.02

elliptical galaxies, we would not have to worry about the
internal MST. The approach chosen by our collaboration
(Wong et al. 2020; Shajib et al. 2019; Millon et al. 2019) was
to assume physically motivated mass profiles with degrees
of freedom in their parameters. In particular, the collabora-
tion used two different mass profiles, a power-law elliptical
mass profile, and a composite mass profile separating the
luminous component (with fixed mass-to-light ratio) and a
dark component described as a NFW profile. The good fit
to the data, the small pixellated corrections on the profiles
from the first lens system (Suyu et al. 2010), and the good
agreement of H0 inferred with the two mass profiles was a
positive sanity check on the result (Millon et al. 2019).

In this paper we have taken a different viewpoint, and
asked how much can the mass profiles depart from a power-
law and still be consistent with the data. By phrasing the
question in terms of the MST we can conveniently carry out
the calculations, because the MST leaves the lensing observ-
ables unchanged and therefore it corresponds to minimal
constraints and assumptions, and thus maximal uncertain-
ties with one additional degree of freedom. However, after
the inference, one has to examine the inferred MST trans-
formed profile and evaluate it in comparison with existing
and future data to make sure it is realistic. We know that
the exact MST cannot be the actual answer because profiles
have to go zero density at large radii, but the approximate
MST discussed in Section 2 provides a convenient interpre-
tation with the addition of a cored mass component.

Figure 17 illustrates a cored mass component approxi-
mating the MST inferred from this work, λint = 0.91± 0.04,
in combination with a power-law model inferred from the
population mean of the SLACS analysis by Shajib et al.
(prep).

The analysis presented here guarantees that the inferred
mass profile is consistent with the properties of TDCOSMO
and SLACS lenses. We will discuss below how additional
data may allow us to constrain the models even further
and thus reduce the overall uncertainty while keeping the
assumptions at a minimum.

8.2. Statistical error budget and known systematics

The total error budget of 5% on H0 in our combined TD-
COSMO+SLACS analysis can be traced back to specific
aspects of the data and the uncertainties in the model com-
ponents/assumptions. Fixing λint to a single-valued number
(i.e. λint = 1) is equivalent to assuming a power-law pro-
file and leads to an uncertainty in H0 of 2% (Millon et al.
2019). By subtracting in quadrature 2% from our total un-
certainty, we estimate that the total error contribution of
the MST (λint) to the error budget is 4.5%. Once the MST
is introduced, the uncertainty in the mass profile is dom-
inated by uncertainties in the measurement and modeling
assumptions of the velocity dispersion. The statistical con-
straints on the combined velocity dispersion measurements
of 33 SLACS lenses with SDSS spectroscopy, accounting
for the σσP,sys contribution, and the TDCOSMO spectro-
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Figure 1. Convergence for a �PL model, with � = 0.75 (blue) and � = 0.9 (green). The � = 1 pure PL case is shown in red,
and the cNFW profile is shown in dashed black. A value of � ⇡ 0.9 would bring the H0LiCOW determination of H0 down to
the CMB/LSS value. Note that for H0LiCOW lenses, both lensing and kinematics data reach outward only slightly beyond ✓E ,
and never constrain angles around the value of ✓c chosen in this example.

H0 ⇡ 56 km/s/Mpc. Our choice of � in this example is, of course, an exaggeration. To solve the H0 tension we
only need � ⇡ 0.9. In Tab. 1 we collect some key numbers for six H0LiCOW systems. Taking H0 ⇡ 67 km/s/Mpc
to represent the CMB/LSS measurement, we show in the third column the value of � that is required to bring the
cosmographic H0 from each system down to the CMB/LSS value.

Table 1. Lens systems from Millon et al. (2019). Values for H0 (in km/s/Mpc) are from the PL fit (Fig. 6 in Millon et al.
(2019)). Approximate values for the PL index �, the Einstein radius ✓E , and the NFW scale ✓s were read from PL and composite
NFW+stellar fits reported by papers in the last column.

H0 � = 67/H0 � ✓E [”] ✓s [”] lens redshift zl ref

RXJ1131 76.1+3.6
�4.3 0.88+0.06

�0.04 1.98 1.6 19 0.295 Chen et al. (2016)

PG1115 83.0+7.8
�7.0 0.81+0.07

�0.07 2.18 1.1 17 0.311 Chen et al. (2019)

HE0435 71.7+5.1
�4.6 0.93+0.07

�0.06 1.87 1.2 10 0.4546 Chen et al. (2019)

DESJ0408 74.6+2.5
�2.9 0.9+0.03

�0.03 2 1.9 13 0.6 Shajib et al. (2019)

WFI2033 72.6+3.3
�3.5 0.92+0.05

�0.04 1.95 0.9 11 0.6575 Rusu et al. (2019)

J1206 67.0+5.7
�4.8 1+0.08

�0.08 1.95 1.2 4.7 0.745 Birrer et al. (2019)

Noting that H0LiCOW found adequate fits to the lensing reconstruction with the PL model, and given an estimate
of � for each system from Tab. 1, we can use Eq. (11) with some model for c to investigate the implied physical shape
of the lens galaxies. In Fig. 3 we show the results of this exercise for five systems5, where we use cNFW with ✓s = 11”
and ✓c = 5.5” to play the role of c. For simplicity we ignore the ellipticity q of the PL component. Including it would
shift the PL line by a constant factor of q

��1
2 if we project along the ✓x direction, or q

� ��1
2 if we project along ✓y,

without adjusting c. Typical H0LiCOW lenses have q ⇠ 0.8 and � ⇠ 2.

5
The 6th system – J1206 Birrer et al. (2019) – has � = 1± 0.08, so while it would admit a � ⇠ 0.92 core it is also consistent with no core

component.
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Summary


Lensing H0 sensitive to galaxy profile at few % level: 

Unexpected feature in the galaxy profile, 

or fundamental breakdown of              ?


Weak lensing: include all segments of line of sight.

Lacking in published results. Likely few % bias on H0.


Adding a core to a density profile is an approximate MSD.

10% core solves the lensing H0 tension?

 


Could point to interesting dark matter dynamics.

If we go there, may as well adopt CMB (or SNIa!) prior on H0.


Ultralight DM (axion-like):


Vanilla vacuum misalignment. Dynamically makes a core.

Correct ballpark to solve lensing H0 tension, if

Dynamical relaxation consistent at O(1) level.

10−25 eV ≲ m ≲ 10−24 eV

ΛCDM
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Fig. 3. Hubble constant as a function of the measured velocity disper-
sion of the main lens. The horizontal lines indicate the latest H0LiCOW
2019 (dotted orange, Wong et al. 2019) and Planck (dashed blue,
Planck Collaboration 2018) results along with the 1� uncertainties.

5.2. Dependency on intrinsic parameters of the deflector

traced by the velocity dispersion

An additional potential concern is whether systematic di↵er-
ences between our assumptions and the internal structure of
early-type galaxies could give rise to measurable biases. For
example, the so-called "tilt" of the fundamental mass plane is
believed to arise primarily from the increase in dark-to-stellar
matter ratio, a systematic change in stellar initial mass function
with galaxy stellar mass, and possibly a small subdominant con-
tribution from systematic variations in stellar orbits anisotropy
(Auger et al. 2010; Cappellari 2016). The stellar initial mass
function is not a concern in the TDCOSMO analysis, since the
stellar mass to light in the composite models is a free parameter.
However, in principle the other two sources of "tilt" could intro-
duce a potential systematic e↵ect in TDCOSMO analysis, where
each system is analyzed independently and with the same priors,
rather than with priors that depend on the stellar mass.

In Fig. 3 we show the inferred H0 as a function of stellar ve-
locity dispersion, a redshift independent proxy of position along
the fundamental plane. No trend is found, indicating that any
residual velocity dispersion dependent bias is smaller than the
measurement uncertainties, and thus not significant at this stage.
As for the plots shown in the previous (and next) section, this
sanity test should be repeated as the sample size and individual
measurement precision increase.

5.3. Dependency on the external convergence and lens

redshift

In the previous sections, the focus is on how the lens velocity
dispersion influences H0 measurements. But there is also an ex-
ternal contribution of all objects along the line of sight to the
main lensing potential. This external convergence, ext, is esti-
mated in all TDCOSMO systems from galaxy counts, in com-
bination with spectroscopy for obtaining redshifts for galaxies
and quantifying coherent structures (e.g., groups and clusters).
Tihhonova et al. (2018) showed that this measurement is com-
patible with the constraints obtained on ext with weak lensing.
ext is directly related to the time-delay distance D�t, as shown
in Equation (7). Similarly, the e↵ect of the external convergence

Fig. 4. Measured Hubble constant, before (upper panel) and after (lower
panel) correction for the mass along the line of sight as a function of the
estimated external convergence. H

uncorr
0 and H

corr
0 are related according

to Equation (15). The dashed black lines show the best linear fit, and
the shaded grey envelopes correspond to the 1� uncertainties. The dot-
ted blue lines represent the relation expected from the theory between
H

uncorr
0 , H

corr
0 and ext.

on the inferred H0 can be written as :

H
uncorr
0 =

H
corr
0

(1 � ext)
, (15)

where H
uncorr
0 (Hcorr

0 ) is the value of H0 before (after) correc-
tion from ext. The e↵ect of this external MST can be mitigated
by directly inferring ext. To test the presence of residual ex-
ternal Mass-Sheet Degeneracy (MSD) not entirely removed by
the measurement of ext, we investigate the presence of corre-
lation between the estimated ext and the inferred H0 value for
the seven lenses of the TDCOSMO sample. The top panel of
Fig. 4 shows the relation between the H0 measurements before
correction for the mass along the line of sight, i.e. H

uncorr
0 and

the estimated convergence. A trend is visible between these two
quantities indicating that the measurement is indeed sensitive to
the lens environment. If no correction is applied, the lenses lo-
cated in over-dense regions (positive ext) tend to have a higher
H

uncorr
0 than lenses in under-dense regions (negative ext). We fit

a linear model to the un-corrected data, and measure a slope of
a

uncorr = 90.0± 32.1 km s�1 Mpc�1, well compatible with the ex-
pected slope of a

uncorr = H
corr
0 = 73.7 km s�1 Mpc�1.
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0 =

1 − κls

1 − κl

1
1 − κs

H0

14

FIG. 5. Comparing the probability distribution obtained in ray tracing [51] (blue bar histograms) with our computation, in linear theory
(solid orange) and with the non-linear approximation (solid green: kcuto↵ = 10 Mpc�1, dashed green: kcuto↵ = 5and 20 Mpc�1).
Code: �.
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FIG. 5. Comparing the probability distribution obtained in ray tracing [51] (blue bar histograms) with our computation, in linear theory
(solid orange) and with the non-linear approximation (solid green: kcuto↵ = 10 Mpc�1, dashed green: kcuto↵ = 5and 20 Mpc�1).
Code: �.
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Figure 4. 3D density: comparison with constraints from kinematics. Solid (dashed) line shows the �PL profile for � = 0.9
(� = 0.75). Shaded band shows the posterior distribution of profiles from the kinematics fit of Cappellari et al. (2015). In this
plot, for concreteness, we set RE = Re. Left: PL+cNFW. Right: PL+cored PL.

host parameters. A full-fledged analysis à-la H0LiCOW, fitting �PL models to the real data, would be needed to truly
quantify the level of the degeneracy. At this point, however, we emphasize that the shape of the profiles in Fig. 3 at
✓ > ✓E comes from our particular choice of c in this example, and is not necessitated by the data.
Finally, let us make a preliminary comparison with constraints from kinematics. Cappellari et al. (2015) presented

an analysis of stellar kinematics in early-type galaxies with stellar masses in the range log10 (M⇤/M�) ⇠ 10.2� 11.7.
These systems may be reasonable analogue systems to H0LiCOW lenses. According to Cappellari et al. (2015), the
total density profiles of all of the analysed galaxies are consistent within the modelling uncertainties with simple PL
all the way from r ⇠ 0.1Re out to r ⇠ 4Re, where Re is the half-light radius. This range of kinematics coverage
is interesting because it overlaps with and extends the range covered by the lensing analyses, which typically probe
r . Re.
In Fig. 4 we compare the 3D density of a �PL model with the profiles found in the galaxy kinematics analysis

of Cappellari et al. (2015). The kinematics constraint, shown for the example of the system NGC4649 (see panel d
of Fig. 4 in Cappellari et al. (2015)), is given by the shaded band that envelopes a collection of 100 profiles obtained
by randomly selecting model parameters from the posterior distribution of the fit. The �PL models for � = 0.9 and
� = 0.75 are shown by solid and dashed lines, respectively. In the left panel we show the 3D equivalent of the cNFW
model considered in Figs. 1 and 2. In this example, the PL component in the �PL model is chosen to have6 � = 2.25.
In the right panel we show an example where the core component of the �PL model is chosen to be a cored PL

function ⇢c /
�
R

2
c + r

2
�� 3

2 (see App. A for details). In both examples we assumed ✓E = ✓e = Re/Dl.
The comparison of �PL models to the results from Cappellari et al. (2015) should be regarded with caution, as the

family of dark matter density profiles considered in Cappellari et al. (2015) was restricted to a generalised NFW form
that does not overlap with the �PL shape. With that in mind, we take Fig. 4 to suggest that currently, constraints
from kinematics most likely cannot exclude �PL with � ⇠ 0.9, which is the range of � that would be implied from
cosmography if one calibrated H0 from CMB/LSS data. This said, PL-core combinations with, e.g. � = 0.75 could
perhaps be constrained by data, motivating a dedicated kinematics analysis specifically designed to test �PL profiles.

4. DISCUSSION AND SUMMARY

Lensing data alone cannot resolve the mass sheet degeneracy. Therefore, we think that the likelihood function in
the cosmographic measurement of H0 would have a very flat (albeit not completely flat) direction, corresponding to
the e↵ective MST � parameter of �PL models. The H0LiCOW collaboration could thoroughly test this hypothesis on

6
Note that Cappellari et al. (2015) finds characteristic spectral index � > 2 for all of their halos, while the lensing analyses typically find a

softer index � < 2.

Stellar kinematics   (of other elliptical galaxies)



the ATLAS3D data alone. It employs a Bayesian method with
constant (i.e., “ignorant”) priors on all parameters.

The key difference between this work and previous stellar
dynamical studies of dark halos in ETGs is the fact that we
place virtually no constraint on the halo profile parameters. The
halo is assumed to be spherical, but it is described by a
generalized Navarro et al. (1996) profile (gNFW) with free
normalization, inner slope, and break radius:

ρ ρ= +
α α− −⎛
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Our models have seven free parameters. Some are poorly
constrained but are not of interest here. They are just “nuisance
parameters,” marginalized out to derive the total mass profiles
studied here. The parameters are (i) the inclination i; (ii) the
anisotropy β σ σ≡ −1z z R

2 2, with σz and σR the stellar
dispersion in cylindrical coordinates, for the MGE Gaussians
with σ <j Re ; (iii) the anisotropy for the remaining Gaussians
at larger radii; (iv) the stellar M L( )stars; (v) the break radius of
the dark halo, constrained to be < <r10 50s kpc; (vi) the halo
density ρs at rs; and (vii) the dark halo slope α for ≪r rs.

4. RESULTS

4.1. The Models Describe the Data Well

The first result is the simple fact that the models provide a
good description of the stellar kinematics of all the modeled
galaxies over the full field (Figures 2, 3 and Table 1). This was
not expected. It would have been natural if we had employed,
e.g., the more general orbit-superposition method (e.g.,
Cappellari et al. 2006), which is fully described by thousands
of parameters. However, our models have just six nonlinear
parameters and one scaling factor M L( )stars.

Moreover, the fits look similarly good even assuming a
power-law halo and a constant-anisotropy stellar body (four
nonlinear parameters and one scaling factor). The fact that four
parameters are able to consistently describe all features of the
two-dimensional maps for the full set of 14 galaxies indicates
that (i) the (cleaned) SLUGGS data are reliable and (ii) the
model assumptions provide a good description of the dynamics
and mass distribution of the real galaxies.

An alternative interpretation for the good fits would be that
the anisotropy and dark matter variations and data systematics
conspire to mimic the simple orbital structure and mass
distribution assumed by the models. This would be a realistic
possibility when studying a single galaxy, given the non-full
generality of the JAM models, but such a conspiracy is unlikely
for such a large and diverse set of galaxies.

4.2. Isothermal Profiles with Small Scatter to 4Re

The second and main result of this work is that all 14
modeled fast-rotator ETGs have a nearly isothermal ρ ∝ −rtot

2

total density distribution from Re/10 out to the median radius of
4Re sampled by this study (Figure 4(a)). The total mass–
density profiles11, marginalized over all nuisance parameters,

are tightly constrained by the data. In the whole range 0.1Re
< <r 4 Re, the profiles are well described by a power law
ρ ∝ γ−rtot with the largest average deviation of 11%. The
corresponding average logarithmic slope is γ〈 〉 = ±2.19 0.03
for the sample, with an rms scatter of just σ =γ 0.11. We do not
detect any significant correlation of the slope with Re, stellar
mass, or stellar velocity dispersion. For 0.1Re < <r Re, the
average slope is γ〈 〉 = ±2.15 0.03 with σ =γ 0.10, while for
Re< <r 4 Re, we find γ〈 〉 = ±2.27 0.06 with σ =γ 0.23.
Our inner-profile slope and scatter are in excellent agreement

with the values γ〈 〉 = ±2.08 0.03, with σ =γ 0.16 found
around ≈r Re/2 using strong lensing (Auger et al. 2010).
Figure 4(b) shows that the observed trend is consistent with

what one would predict for the whole ATLAS3D sample for
cosmologically motivated uncontracted Navarro–Frenk–White
(NFW) halos. In Figure 4(c), the stellar profiles are very
different from the total ones at the radii we sample: they have
slopes ρ ∝ −rstars

2 around r ≈ Re/2 (Figure 2 of Cappellari et al.
2013a) but fall off more steeply than ρ ∝ −rstars

3 around
r ≈ 4 Re.
Figure 4(d) compares our total profiles with published ones

for NGC 0821, NGC 2974, NGC 4494, NGC 4649, and
NGC 4697 (from Forestell & Gebhardt 2010; Weijmans et al.
2008; Morganti et al. 2013; Das et al. 2011; de Lorenzi et al.
2008, respectively). The ρ r( )tot was derived from the circular
velocities v r( )c , assuming spherical symmetry. In four out of
five cases, the agreement is excellent, with our statistical
uncertainties overlapping the published profiles over the full
radial range. The tight agreement for NGC 2974 is noteworthy,
where the v r( )c was directly measured from a regular H I disk.
We believe the disagreement for NGC 4494 may be due to the
inclusion of the strong asymmetry in the SLUGGS data at

> ″r 100 in Morganti et al. (2013) models. We excluded those
data from our fits, but including them would improve the
agreement.

5. CONCLUSIONS

We combine the integral-field stellar kinematics from the
ATLAS3D survey, within ∼1Re , with the two-dimensional
stellar kinematics from the SLUGGS survey, out to a median
radius of about 4Re and a maximum radius of 2.0–6.2 Re, for a
sample of fast-rotator ETGs consistent with axisymmetry. We
construct the first statistically significant set of detailed
axisymmetric dynamical models of the two-dimensional stellar
kinematics out to those large radii where dark matter
dominates.
We find that the galaxies’ dynamics are well represented

by a few relatively simple assumptions. The models
tightly constrain the total density profiles, which closely
approximate the isothermal form ρ ∝ −rtot

2 from Re/10 out to
the median radius of 4Re sampled by the data, with remarkably
little scatter. The observed total mass distribution is not a
generic prediction of ΛCDM and provides constraints on the
models (e.g., Remus et al. 2013; Dutton & Treu 2014).
Our sample highlights the importance of similar studies on

larger samples of galaxies to provide a much needed bench-
mark for galaxy formation models. For this, studies like the
present one, using DEIMOS on Keck or MUSE on the Very
Large Telescope, can be complemented with models of
shallower data, but for much larger samples like MaNGA
(Bundy et al. 2015). To be most useful, samples need to

11 Computed from the axisymmetric MGEs as
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the added benefit of making the agreement between data and
model easy to visually assess. We need to verify that our
models capture the global features of the data and that our
results are not driven by a few deviant values. This is important
in situations where data systematics may be present, and
relying entirely on χ2 statistics may be misleading.

3.2. Weighting and Matching of the Two Data Sets

Another issue for the modeling is the fact that the ATLAS3D

observations consist of many more data points with smaller
uncertainties, which completely dominate the χ2 estimate.
However, here, we want our dark halo determinations to be
especially constrained by the SLUGGS data, which sample the
region where the halo dominates. Similarly to Morganti et al.
(2013), we increase the size of the ATLAS3D kinematic
uncertainties so that for a good fit, the two data sets provide
an equal contribution to the χ2. We leave the SLUGGS
uncertainties unchanged to retain properly normalized con-
fidence levels for our model parameters.

The SLUGGS Vrms at the SAURON locations tend to be
lower than the measured SAURON values. We find a median
offset of 11%, which is larger than the 5% level we consider
unavoidable between independent data sets. This offset was
noted by Arnold et al. (2014), but its source is unknown. The
ATLAS3D data agree on average with hundreds of independent
determinations from the literature (Figure 8 of Cappellari et al.
2013a), suggesting the SLUGGS data may be offset with
respect to the optical literature. Here, we simply multiply the
SLUGGSVrms to fit, for each galaxy, the interpolated SAURON
data at the same locations. This is the standard kinematics we
fit with our models. However, importantly, we have also run all
our models with the SLUGGS data alone and confirmed that
the slopes of the total mass profiles agree with those of our
standard models.

3.3. Dynamical Models

We model the ATLAS3D and SLUGGS stellar kinematics
using the Python version of the axisymmetric Jeans anisotropic
modeling (JAM) method (see footnote 8; Cappellari 2008).
The approach is the same used in Cappellari et al. (2013a) for

Figure 4. Profiles of the total mass–density distribution. (a)Measured profiles for the 14 modeled galaxies with SLUGGS+ATLAS3D data. The profile for each galaxy
was plotted for 100 realizations randomly drawn from the posterior distribution of the model parameters to illustrate the random model uncertainties. Three lines with
ρ ∝ −r 1 (NFW inner slope), ρ ∝ −r 2 (isothermal), and ρ ∝ −r 3 are also shown. (b) Cosmologically motivated profiles (these are models E from Cappellari et al.
2013a). These were computed by attaching spherical NFW dark halos with masses predicted by the abundance matching technique to the stellar density of the
ATLAS galaxies in such a way that the models fit the stellar kinematics. These models naturally predict a nearly isothermal total-mass profile out to ≳r 10Re. (c) For
comparison, the purely stellar profiles of the same ATLAS3D galaxies in (b) are shown. (d) Comparison between our density profiles and published ones. The profiles
with an outline enclose the allowed range of published profiles, while the colored bands are realizations from the posterior distribution of our model parameters.

10 This is done by replacing , which appears in Equation (38) of Cappellari
(2008) with σ+ − c b q R[ (1 ) ]k k k k

2 2 2 (footnote 9 of the arXiv:0806.0042
version of that paper).
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the added benefit of making the agreement between data and
model easy to visually assess. We need to verify that our
models capture the global features of the data and that our
results are not driven by a few deviant values. This is important
in situations where data systematics may be present, and
relying entirely on χ2 statistics may be misleading.

3.2. Weighting and Matching of the Two Data Sets

Another issue for the modeling is the fact that the ATLAS3D

observations consist of many more data points with smaller
uncertainties, which completely dominate the χ2 estimate.
However, here, we want our dark halo determinations to be
especially constrained by the SLUGGS data, which sample the
region where the halo dominates. Similarly to Morganti et al.
(2013), we increase the size of the ATLAS3D kinematic
uncertainties so that for a good fit, the two data sets provide
an equal contribution to the χ2. We leave the SLUGGS
uncertainties unchanged to retain properly normalized con-
fidence levels for our model parameters.

The SLUGGS Vrms at the SAURON locations tend to be
lower than the measured SAURON values. We find a median
offset of 11%, which is larger than the 5% level we consider
unavoidable between independent data sets. This offset was
noted by Arnold et al. (2014), but its source is unknown. The
ATLAS3D data agree on average with hundreds of independent
determinations from the literature (Figure 8 of Cappellari et al.
2013a), suggesting the SLUGGS data may be offset with
respect to the optical literature. Here, we simply multiply the
SLUGGSVrms to fit, for each galaxy, the interpolated SAURON
data at the same locations. This is the standard kinematics we
fit with our models. However, importantly, we have also run all
our models with the SLUGGS data alone and confirmed that
the slopes of the total mass profiles agree with those of our
standard models.

3.3. Dynamical Models

We model the ATLAS3D and SLUGGS stellar kinematics
using the Python version of the axisymmetric Jeans anisotropic
modeling (JAM) method (see footnote 8; Cappellari 2008).
The approach is the same used in Cappellari et al. (2013a) for

Figure 4. Profiles of the total mass–density distribution. (a)Measured profiles for the 14 modeled galaxies with SLUGGS+ATLAS3D data. The profile for each galaxy
was plotted for 100 realizations randomly drawn from the posterior distribution of the model parameters to illustrate the random model uncertainties. Three lines with
ρ ∝ −r 1 (NFW inner slope), ρ ∝ −r 2 (isothermal), and ρ ∝ −r 3 are also shown. (b) Cosmologically motivated profiles (these are models E from Cappellari et al.
2013a). These were computed by attaching spherical NFW dark halos with masses predicted by the abundance matching technique to the stellar density of the
ATLAS galaxies in such a way that the models fit the stellar kinematics. These models naturally predict a nearly isothermal total-mass profile out to ≳r 10Re. (c) For
comparison, the purely stellar profiles of the same ATLAS3D galaxies in (b) are shown. (d) Comparison between our density profiles and published ones. The profiles
with an outline enclose the allowed range of published profiles, while the colored bands are realizations from the posterior distribution of our model parameters.

10 This is done by replacing , which appears in Equation (38) of Cappellari
(2008) with σ+ − c b q R[ (1 ) ]k k k k
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the ATLAS3D data alone. It employs a Bayesian method with
constant (i.e., “ignorant”) priors on all parameters.

The key difference between this work and previous stellar
dynamical studies of dark halos in ETGs is the fact that we
place virtually no constraint on the halo profile parameters. The
halo is assumed to be spherical, but it is described by a
generalized Navarro et al. (1996) profile (gNFW) with free
normalization, inner slope, and break radius:

ρ ρ= +
α α− −⎛
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Our models have seven free parameters. Some are poorly
constrained but are not of interest here. They are just “nuisance
parameters,” marginalized out to derive the total mass profiles
studied here. The parameters are (i) the inclination i; (ii) the
anisotropy β σ σ≡ −1z z R

2 2, with σz and σR the stellar
dispersion in cylindrical coordinates, for the MGE Gaussians
with σ <j Re ; (iii) the anisotropy for the remaining Gaussians
at larger radii; (iv) the stellar M L( )stars; (v) the break radius of
the dark halo, constrained to be < <r10 50s kpc; (vi) the halo
density ρs at rs; and (vii) the dark halo slope α for ≪r rs.

4. RESULTS

4.1. The Models Describe the Data Well

The first result is the simple fact that the models provide a
good description of the stellar kinematics of all the modeled
galaxies over the full field (Figures 2, 3 and Table 1). This was
not expected. It would have been natural if we had employed,
e.g., the more general orbit-superposition method (e.g.,
Cappellari et al. 2006), which is fully described by thousands
of parameters. However, our models have just six nonlinear
parameters and one scaling factor M L( )stars.

Moreover, the fits look similarly good even assuming a
power-law halo and a constant-anisotropy stellar body (four
nonlinear parameters and one scaling factor). The fact that four
parameters are able to consistently describe all features of the
two-dimensional maps for the full set of 14 galaxies indicates
that (i) the (cleaned) SLUGGS data are reliable and (ii) the
model assumptions provide a good description of the dynamics
and mass distribution of the real galaxies.

An alternative interpretation for the good fits would be that
the anisotropy and dark matter variations and data systematics
conspire to mimic the simple orbital structure and mass
distribution assumed by the models. This would be a realistic
possibility when studying a single galaxy, given the non-full
generality of the JAM models, but such a conspiracy is unlikely
for such a large and diverse set of galaxies.

4.2. Isothermal Profiles with Small Scatter to 4Re

The second and main result of this work is that all 14
modeled fast-rotator ETGs have a nearly isothermal ρ ∝ −rtot

2

total density distribution from Re/10 out to the median radius of
4Re sampled by this study (Figure 4(a)). The total mass–
density profiles11, marginalized over all nuisance parameters,

are tightly constrained by the data. In the whole range 0.1Re
< <r 4 Re, the profiles are well described by a power law
ρ ∝ γ−rtot with the largest average deviation of 11%. The
corresponding average logarithmic slope is γ〈 〉 = ±2.19 0.03
for the sample, with an rms scatter of just σ =γ 0.11. We do not
detect any significant correlation of the slope with Re, stellar
mass, or stellar velocity dispersion. For 0.1Re < <r Re, the
average slope is γ〈 〉 = ±2.15 0.03 with σ =γ 0.10, while for
Re< <r 4 Re, we find γ〈 〉 = ±2.27 0.06 with σ =γ 0.23.
Our inner-profile slope and scatter are in excellent agreement

with the values γ〈 〉 = ±2.08 0.03, with σ =γ 0.16 found
around ≈r Re/2 using strong lensing (Auger et al. 2010).
Figure 4(b) shows that the observed trend is consistent with

what one would predict for the whole ATLAS3D sample for
cosmologically motivated uncontracted Navarro–Frenk–White
(NFW) halos. In Figure 4(c), the stellar profiles are very
different from the total ones at the radii we sample: they have
slopes ρ ∝ −rstars

2 around r ≈ Re/2 (Figure 2 of Cappellari et al.
2013a) but fall off more steeply than ρ ∝ −rstars

3 around
r ≈ 4 Re.
Figure 4(d) compares our total profiles with published ones

for NGC 0821, NGC 2974, NGC 4494, NGC 4649, and
NGC 4697 (from Forestell & Gebhardt 2010; Weijmans et al.
2008; Morganti et al. 2013; Das et al. 2011; de Lorenzi et al.
2008, respectively). The ρ r( )tot was derived from the circular
velocities v r( )c , assuming spherical symmetry. In four out of
five cases, the agreement is excellent, with our statistical
uncertainties overlapping the published profiles over the full
radial range. The tight agreement for NGC 2974 is noteworthy,
where the v r( )c was directly measured from a regular H I disk.
We believe the disagreement for NGC 4494 may be due to the
inclusion of the strong asymmetry in the SLUGGS data at

> ″r 100 in Morganti et al. (2013) models. We excluded those
data from our fits, but including them would improve the
agreement.

5. CONCLUSIONS

We combine the integral-field stellar kinematics from the
ATLAS3D survey, within ∼1Re , with the two-dimensional
stellar kinematics from the SLUGGS survey, out to a median
radius of about 4Re and a maximum radius of 2.0–6.2 Re, for a
sample of fast-rotator ETGs consistent with axisymmetry. We
construct the first statistically significant set of detailed
axisymmetric dynamical models of the two-dimensional stellar
kinematics out to those large radii where dark matter
dominates.
We find that the galaxies’ dynamics are well represented

by a few relatively simple assumptions. The models
tightly constrain the total density profiles, which closely
approximate the isothermal form ρ ∝ −rtot

2 from Re/10 out to
the median radius of 4Re sampled by the data, with remarkably
little scatter. The observed total mass distribution is not a
generic prediction of ΛCDM and provides constraints on the
models (e.g., Remus et al. 2013; Dutton & Treu 2014).
Our sample highlights the importance of similar studies on

larger samples of galaxies to provide a much needed bench-
mark for galaxy formation models. For this, studies like the
present one, using DEIMOS on Keck or MUSE on the Very
Large Telescope, can be complemented with models of
shallower data, but for much larger samples like MaNGA
(Bundy et al. 2015). To be most useful, samples need to

11 Computed from the axisymmetric MGEs as
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…a cored structure of the kind you propose would be difficult to exclude from 
measurements of the stellar kinematics. Part of the reason is the mass 
profile-velocity anisotropy degeneracy. Another part is simply that no one 
has tried: most modelers fit the system to a small number of components 
(stars, gas, dark matter, central black hole) with constant mass-to-light ratio 
and none of these look like the core you propose. It would be straightforward 
for some of the modelers to try adding cores.


I suppose some critics will say that your cores are ad hoc, but I think they 
are less ad hoc than most of the modifications to cosmology needed to 
explain the Hubble discrepancy!

A friend:



Stellar kinematics   (of other galaxies, e.g., Milky Way)
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ULDM, m=10-24.5eV



Ultralight DM as a solution of the lensing H0 tension:

τ ∼
2

12π3

m3σ6

G2ρ2 ln Λ

Dynamical relaxation

consistent at O(1), 

can become a bottleneck:


(But see Eggemeier, Niemeyer 2019,
Chen et al 2020, Schwabe et al 2020;
for effect of background density.)
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