
SM
best fit
68% C.L.

introduces additional separation power between the ggF and CC�
related parameters. The operators

2�⌧
, 2D⌧

and 2D�
that are strongest constrained from the ggF production mode are therefore grouped

into one sub-space, while the remaining ones are joined together within another sub-space (referred

to as 2 C>?
).

• Parameters 2D,
and 2D⌫

are also constrained by CC�
but are additionally and mostly constrained by

the �
!

WW
decay, as are also 2�,

, 2�⌫, and 2�,⌫ parameters. The 2,
operator also gives a

small contribution to the �
!

WW
channel and is now taken into account, while it was neglected

in the previous combination. Therefore, a rotation of these six Wilson coe�cients is considered

in addition to 2�⇡⇡
. Their correlation with the ggF and top-quark related parameters is due to the

strength of the measurement of these production modes in 66
�
(!

WW
) channel.

• Parameters 2
(1)

�;
, 2

(3)

�;
, 2�4 and 2

(1)

�@
, are strongly correlated, constrained mainly by the +�

, � !
11̄

(and VBF �
!

11̄
) measurements. Similarly, there there is also a correlation between 2

(3)

�;
and

2
0

;;
as well as between 2�D and 2�3 parameters. Based on the main constraining processes, three

groupings are defined here: {2
(1)

�;
, 2�4 }, {2

(3)

�;
, 2

0

;;
} and {2�D, 2�

3, 2
(1)

�@
}.

• Parameter 23�
a�ecting the �

11
Yukawa coupling can now also be probed due to the additional

sensitivity provided by an updated VBF �
!

11̄
measurement, which reduces the correlation

between the parameters in the +�
production and the � !

11̄
decay.

The final parameter set 2
0

8
entering the combined fit and the corresponding rotation matrix of this basis

with respect to the Warsaw
basis is visualised in Figure 17.
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Figure 17: Visualisation of the projection matrix from the Warsaw
basis 2 8

(G-axis) to the fit basis 2
0
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(H-axis).

7.3
EFT interpreta

tion results

The observed and the SM expected constraints on the parameters 2
0

8
using the linearised SMEFT model are

summarised in Table 11 and visualised in Figure 18. All measured parameters are consistent with the SM

expectation within their uncertainty. The level of compatibility between the SM hypothesis with the best-fit

point corresponds to a ?-value of ?SM = 59%, computed using the procedure outlined in Section 3 with

13 degrees of freedom. Comparing the observed results with those from the interpretation in terms of

40

values observed in the data are consistent with the SM predictions within the 68% CL, while |^
66

cos(U) |
values above 1.6 and |^

66
sin(U) | values above 1.1 are excluded at 95% CL.5

Table 6: Post-fit event yields in the signal and control regions obtained from the study of the signal strength parameter
`

ggF+2jets. The quoted uncertainties include those from theoretical and experimental systematic sources and those
due to sample statistics. The fit constrains the total expected yield to the observed yield.

Process Top CR ,, CR / ! gg CR SR
ggF + 2 jets 20 ± 20 < 0.1 10 ± 10 60 ± 80

ggF + 0/1 jets 4 ± 1 < 0.1 3 ± 1 40 ± 20
VBF 8 ± 1 < 0.1 7 ± 1 70 ± 10

Other Higgs 6 ± 3 2 ± 1 20 ± 10 30 ± 10
CC̄, ,C 17800 ± 200 3100 ± 500 390 ± 60 2300 ± 300
,, 180 ± 80 1400 ± 500 200 ± 70 1200 ± 400

/ + jets 220 ± 30 16 ± 3 1960 ± 70 1000 ± 100
, + jets 600 ± 200 140 ± 30 90 ± 20 390 ± 80

Non-,, dibosons 40 ± 30 100 ± 30 120 ± 50 240 ± 80
Observed 18886 4778 2800 5209
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Figure 5: Expected and observed likelihood curves for scans (a) over tan(U) where only the shape is taken into
account in the fit, and (b) over tan(U) when both shape and normalisation are used.

5 Precise measurements of the inclusive ggF cross section give tighter constraints on the individual parameters [86], due to its
dependence on ^

2
66

cos2 (U) and ^
2
66

sin2 (U).
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� �

hadronic jets in the selected � + 2-jets candidate events to test for deviations from the SM expectations.
The angular di�erence is defined as �� 9 9 = q 91 � q 92 if [ 91 > [ 92 , and �� 9 9 = q 92 � q 91 otherwise, where
91 is the highest-?T jet and 92 is the next-highest-?T jet in the event. The distribution of �� 9 9 is probed in
various disjoint kinematic regions, optimised for each analysis specifically.

(a) (b)

(c)

V

V

V

H

V

q̄

q

q̄

q

(d)

Figure 1: Examples of Feynman diagrams contributing to the production of a Higgs boson in association with two jets
via the fusion of two gluons or two vector bosons at leading order in QCD. The presented diagrams show examples
for the subprocesses (a) @@ ! �@@, (b) @6 ! �@6 and (c) 66 ! �66, as well as (d) the vector-boson fusion
process and the subsequent decay of the Higgs boson into two vector bosons.

The structure of this article is as follows. Section 2 gives a short summary of the theoretical frameworks
used to study the CP properties of the Higgs boson’s coupling to top quarks and gluons, as well as its
coupling to polarised electroweak bosons. The ATLAS detector and the Monte Carlo and data samples
used in these studies are discussed in Section 3 and Section 4, respectively. The event selection and
categorisation requirements are presented in Section 5, while the estimation of the various background
processes is detailed in Section 6. The theoretical and experimental uncertainties are presented in Section 7.
Finally, the results are discussed in Section 8.

2 Theoretical framework and methodology

For the studies targeting beyond-the-SM (BSM) contributions to the top-quark Yukawa coupling and
the e�ective Higgs–gluon coupling, an e�ective field theory (EFT) framework is chosen to parameterise
possible deviations from the SM. The EFT operators probed in this article are provided by the Higgs
Characterisation (HC) model [23], which is implemented in the M��G����5_aMC@NLO generator [24,
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Figure 5: Impact of the rotated ! ! basis for Λ = 1 TeV on the signal strength modifiers of the " → ## ∗ analysis,

the normalization of the ## background in the ggF signal region, and the differential cross section measured in

the ## analysis, relative to the SM cross-section. Operators of the groups that are not included in the fit are shown

in grey. In order to illustrate experimental sensitivity to constrain the operators from the data, the total expected

uncertainty on the corresponding regions $stat+syst is shown in the top panel.
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analysis and for the two signal strength modifiers of the " → !!∗ analysis. Statistical uncertainties are shown
in yellow, systematic uncertainties as blue bars and the total uncertainties are indicated by a black lines. The
compatibility of the observed data with the SM hypothesis (#SM) is 53%. Right: Observed limits on individual
Wilson coefficients, while setting other Wilson coefficients to zero. Limits observed from an analysis of the SM
!! , the " → !!∗, and the combined measurements are compared. The standalone " → !!∗ analysis is not
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measurement has no sensitivity to a Wilson coefficient, no interval is drawn. Λ = 1 TeV is assumed. Details of the
fits can be found in Section 4.
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Figure 16: Impact of the most relevant SMEFT operators on the STXS regions and decay modes, relative to the
SM cross-section, under the assumption of the linearised SMEFT model. To judge the experimental sensitivity
to constrain the operators from the data in the listed STXS regions, the total uncertainty on measurement in the
corresponding regions is shown in the top panel. For presentational clarity, the statistical uncertainty of low precision
STXS regions is clipped in the plot.
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Figure 16: Impact of the most relevant SMEFT operators on the STXS regions and decay modes, relative to the
SM cross-section, under the assumption of the linearised SMEFT model. To judge the experimental sensitivity
to constrain the operators from the data in the listed STXS regions, the total uncertainty on measurement in the
corresponding regions is shown in the top panel. For presentational clarity, the statistical uncertainty of low precision
STXS regions is clipped in the plot.
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EFTs & Higgs Sector: the Theoretical Framework
Table 17: Definition of the most relevant EFT operators impacting the Higgs boson production and decay in the
considered phase space together with examples of diagrams in which they play a role.

Coe�cient Operator Example process
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Table 18: Definition of the most relevant EFT operators impacting the Higgs boson production and decay in the
considered phase space together with examples of diagrams in which they play a role.

Coe�cient Operator Example process

cuG (q̄p�µ⌫T Aur ) HH GA
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g

g
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t
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c(1)
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H
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c
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Scale of New Physics, typically chosen as 1 TeV

• No New Physics (NP) beyond SM 
+ Higgs boson at the LHC, 
increasing focus on indirect 
exploration


• Effective Field Theories (EFTs): 
probe indirect signals of NP in an 
agnostic & systematic way 
(“model-independent”), see 
CAVEATs in J. Rojo's talk


• Assumption: NP degrees of 
freedom can be integrated out, 
Higgs is SM-like & NP can 
manifest itself through higher-
dim effective interactions 
among SM fields 


• Non-redundant set of operators 
generally used by ATLAS & CMS 
to extract results: Warsaw basis 
(59+h.c. dim-6 operators)


• Indirect sensitivity to NP effects 
enhanced on tails (~Q2/Λ2) as 
compared to bulk (~v2/Λ2)

Standard Model Effective Field Theory
> Introduce new effective operators with free coefficients to capture

new physics appearing beyond scale Λ (typically chosen as 1 TeV)

L = LSM +
1
Λ2

∑

i

c(6)
i O(6)

i +
1
Λ4

∑

i

c(8)
i O(8)

i + . . .

> New heavy internal particles are integrated out and are
represented as vertices in the new effective theory

> Most common: Warsaw-basis (59+h.c. dim-6 operators)

SMEFT in a nutshell
LSM is dim-4, high orders only valid in the low-energy regime E ! Λ
terms with odd dimensionality violate B − L symmetry and are usually
not considered for LHC physics
Wilson coefficients c ≡ 0 for SM, deviations might indicate new physics
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Figure 8: Best-fit values and uncertainties for the cross sections in each measurement region and of the ratios of
branching fractions ⌫ 5 /⌫// , normalised to the SM predictions for the various parameters. The parameters directly
extracted from the fit are the products (f8 ⇥⌫// ) and the ratios ⌫ 5 /⌫// . The black error bars, blue boxes and yellow
boxes show the total, systematic, and statistical uncertainties in the measurements, respectively. The gray bands
show the theory uncertainties on the predictions. The level of compatibility between the combined measurement and
the SM prediction, estimated using the procedure outlined in the text with 41 degrees of freedom, corresponds to a
?-value of ?SM = 92%.
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Cross-section results from STXS regions

Last “preliminary” result by CMS:

CMS-PAS-HIG-19-005

• STXS framework: fiducial bins to measure kinematic 

properties of the Higgs boson production across decay 

channels 


• Kinematic regions help isolate NP effects, typically 

tails of distributions with enhanced sensitivity


• This approach does not require detector-level SMEFT 

simulation -> acceptance corrections


• 37 kinematic bins across 5 production modes, 

exploiting 5 major decay channels (bb, WW*, ττ, ZZ*, 

γγ )


• Measurements statistically limited

ATLAS-
CONF-2021-053

https://cds.cern.ch/record/2706103?ln=en
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-053/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-053/
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Figure 16: Impact of the most relevant SMEFT operators on the STXS regions and decay modes, relative to the
SM cross-section, under the assumption of the linearised SMEFT model. To judge the experimental sensitivity
to constrain the operators from the data in the listed STXS regions, the total uncertainty on measurement in the
corresponding regions is shown in the top panel. For presentational clarity, the statistical uncertainty of low precision
STXS regions is clipped in the plot.
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Impact of most relevant SMEFT operators  
on the STXS regions & decay modes

• SMEFT dependence parameterised as 

polynomials in Wilson coefficients 


• Only linear dependence considered for 

current result


• SMEFTSim (SMEFTatNLO) for tree-level 

EFT contributions (loop-induced QCD 

processes)


• Relative impact of most relevant operators wrt 

SM


• Increasing impact vs. pTV~pTH 

• Strong effects in the H→γγ decay BR 

• Many operators lead to similar modifications: 

not enough info in measurements to constrain 

them all


• -> Principal Component Analysis

H→γγ

EFT Interpretation of ATLAS Higgs STXS Combination ATLAS-
CONF-2021-053

VH

ggH ttH

https://arxiv.org/pdf/2012.11343.pdf
http://feynrules.irmp.ucl.ac.be/wiki/SMEFTatNLO
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-053/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-053/
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Figure 16: Impact of the most relevant SMEFT operators on the STXS regions and decay modes, relative to the
SM cross-section, under the assumption of the linearised SMEFT model. To judge the experimental sensitivity
to constrain the operators from the data in the listed STXS regions, the total uncertainty on measurement in the
corresponding regions is shown in the top panel. For presentational clarity, the statistical uncertainty of low precision
STXS regions is clipped in the plot.
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￼6

When Information is Not Enough… PCA

introduces additional separation power between the ggF and CC� related parameters. The operators
2�⌧ , 2D⌧ and 2D� that are strongest constrained from the ggF production mode are therefore grouped
into one sub-space, while the remaining ones are joined together within another sub-space (referred
to as 2C>?).

• Parameters 2D, and 2D⌫ are also constrained by CC� but are additionally and mostly constrained by
the � ! WW decay, as are also 2�, , 2�⌫, and 2�,⌫ parameters. The 2, operator also gives a
small contribution to the � ! WW channel and is now taken into account, while it was neglected
in the previous combination. Therefore, a rotation of these six Wilson coe�cients is considered
in addition to 2�⇡⇡ . Their correlation with the ggF and top-quark related parameters is due to the
strength of the measurement of these production modes in 66� (! WW) channel.

• Parameters 2(1)

�; , 2
(3)

�; , 2�4 and 2
(1)

�@ , are strongly correlated, constrained mainly by the +�, � ! 11̄

(and VBF � ! 11̄) measurements. Similarly, there there is also a correlation between 2
(3)

�; and
2
0

;; as well as between 2�D and 2�3 parameters. Based on the main constraining processes, three
groupings are defined here: {2(1)

�;, 2�4 }, {2(3)

�;, 2
0

;; } and {2�D , 2�3 , 2(1)

�@ }.

• Parameter 23� a�ecting the �11 Yukawa coupling can now also be probed due to the additional
sensitivity provided by an updated VBF � ! 11̄ measurement, which reduces the correlation
between the parameters in the +� production and the � ! 11̄ decay.

The final parameter set 208 entering the combined fit and the corresponding rotation matrix of this basis
with respect to the Warsaw basis is visualised in Figure 17.
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Figure 17: Visualisation of the projection matrix from the Warsaw basis 28 (G-axis) to the fit basis 208 (H-axis).

7.3 EFT interpretation results

The observed and the SM expected constraints on the parameters 208 using the linearised SMEFT model are
summarised in Table 11 and visualised in Figure 18. All measured parameters are consistent with the SM
expectation within their uncertainty. The level of compatibility between the SM hypothesis with the best-fit
point corresponds to a ?-value of ?SM = 59%, computed using the procedure outlined in Section 3 with
13 degrees of freedom. Comparing the observed results with those from the interpretation in terms of
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• What if we really wanted to constrain many operators at the same 
time?


• Many operators tend to have similar impact 


• Not enough information in measurements to constrain all EFT 
parameters 


• Principal Component Analysis (PCA) of Fisher information to 
identify sensitive directions 


• Fit basis defined with PCA in operator groups - fit only sensitive 
components, rest fixed to SM 


• Operator grouping dictated by experimental sensitivity

ATLAS-
CONF-2021-053

Projection matrix from the Warsaw basis 𝑐𝑖 

(𝑥-axis) to the fit basis 𝑐𝑖
′ (𝑦-axis) 
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Limits obtained from simultaneously measuring  
3 linear combination of wilson coefficients

Limits provide a proxy to the allowed scale of New 
Physics in the relevant processes 
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Figure 16: Impact of the most relevant SMEFT operators on the STXS regions and decay modes, relative to the
SM cross-section, under the assumption of the linearised SMEFT model. To judge the experimental sensitivity
to constrain the operators from the data in the listed STXS regions, the total uncertainty on measurement in the
corresponding regions is shown in the top panel. For presentational clarity, the statistical uncertainty of low precision
STXS regions is clipped in the plot.
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Figure 16: Impact of the most relevant SMEFT operators on the STXS regions and decay modes, relative to the
SM cross-section, under the assumption of the linearised SMEFT model. To judge the experimental sensitivity
to constrain the operators from the data in the listed STXS regions, the total uncertainty on measurement in the
corresponding regions is shown in the top panel. For presentational clarity, the statistical uncertainty of low precision
STXS regions is clipped in the plot.
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Figure 16: Impact of the most relevant SMEFT operators on the STXS regions and decay modes, relative to the
SM cross-section, under the assumption of the linearised SMEFT model. To judge the experimental sensitivity
to constrain the operators from the data in the listed STXS regions, the total uncertainty on measurement in the
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Up to 70% improved 
constraints wrt only 

4ℓ+γγ+VH(→bb) 
channels (ATLAS-
CONF-2020-053)

EFT Interpretation of ATLAS Higgs STXS Combination ATLAS-
CONF-2021-053
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Figure 18: Summary of observed measurements of the parameters 2
0

8 within the SMEFT linearised model. The
ranges shown correspond to 68% (solid) and 95% (dashed) confidence level intervals.
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• Limits obtained from simultaneously measuring 

3(10 linear combinations of) Wilson coefficients 


• VH differential binning able to constrain 2 

directions, completely degenerate in 𝑐𝐻𝑑, 𝑐𝐻𝑢 & 

𝑐(1)Hq otherwise 


• Data is consistent with the SM, 59% 

compatibility p-value


• Limits provide a proxy to the allowed scale of 

New Physics in the relevant processes 


•

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2020-053/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2020-053/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-053/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-053/
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Towards a Global EFT: H→WW* & WW Combination
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Figure 2: Left: Measured signal strengths from the combined fit of signal-strength modifiers in bins of the !!
analysis and for the two signal strength modifiers of the " → !!∗ analysis. Statistical uncertainties are shown
in yellow, systematic uncertainties as blue bars and the total uncertainties are indicated by a black lines. The
compatibility of the observed data with the SM hypothesis (#SM) is 53%. Right: Observed limits on individual
Wilson coefficients, while setting other Wilson coefficients to zero. Limits observed from an analysis of the SM
!! , the " → !!∗, and the combined measurements are compared. The standalone " → !!∗ analysis is not
identical to the one that enters the combination, where the !! 0-jet and 1-jet control regions are removed. 68%
(95%) confidence level intervals are shown as solid (dotted) lines. Portions of the confidence intervals outside the
boundaries of the figure are clipped and different parameter value axis limits are used for illustrative purposes. If a
measurement has no sensitivity to a Wilson coefficient, no interval is drawn. Λ = 1 TeV is assumed. Details of the
fits can be found in Section 4.
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• Template analysis to overcome 

challenges foreseen for future (global) 

EFT combinations of measurements 

• Input analyses: ATLAS resonant H→WW* 

(ggH & VBF, 1 free par/mode) & non-

resonant WW (unfolded differential xsec) 

measurements at 36.1 fb-1 (2015 & 2016 

datasets)


• Overlap in event selections removed 

& correlation of systematic 

uncertainties carefully studied to build 

final fit model
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Figure 7: Summary of expected (left) and observed (right) measurements in the space of the eigenvectors. In the
top figures, ranges shown correspond to 68% (solid) and 95% (dashed) confidence level intervals, where all other
sensitive directions and nuisance parameters were profiled. Observed correlations between the parameters are shown
on the right.
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Figure 7: Summary of expected (left) and observed (right) measurements in the space of the eigenvectors. In the
top figures, ranges shown correspond to 68% (solid) and 95% (dashed) confidence level intervals, where all other
sensitive directions and nuisance parameters were profiled. Observed correlations between the parameters are shown
on the right.
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• PCA exploited 
• Simultaneously probe 8 mutually orthogonal directions in SMEFT 

parameter space using the H→WW* + WW inputs 

• Proof-of-concept towards more global EFT combinations! 

• Next step: perform EFT fit simultaneously on all combined Higgs 
STXS & all combined EW data (work in progress)

ATL-PHYS-
PUB-2021-010Towards a Global EFT: H→WW* & WW Combination
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with the caveat that for ?WWT > 650 GeV the photon isolation criteria in the fiducial selection reject events
with ?

WW

T > 1.25 TeV.

For the lower ?T range, the measured ?
WW

T distribution is compared with R��ISH+NNLO���, SCET���
and R��B��2 theoretical predictions. The first two are accurate to N3LL0 in resummation accuracy,
whereas R��B��2 is accurate to N3LL, but all are in good agreement with the data within the statistical
uncertainty.
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Figure 8: Particle-level fiducial di�erential cross-sections times branching ratio for the diphoton variable ?
WW

T in (a)
linear and (b) logarithmic scale. The measured cross-sections are compared with several predictions changing the
ggF components as described in the text: the default simulation, SCET���::qT (up to 200 GeV), R��ISH+NNLO���
(up to 450 GeV), R��B��2 (up to 450 GeV) and LHCHWG (for the two highest ?T bins). Total uncertainties are
indicated by the error bars on the data points, while the systematic uncertainties are indicated by the boxes. The
uncertainties in the predictions are indicated with shaded bands. The bottom panel shows the predicted values from
the top panel divided by data.

Jet multiplicities Measured cross-sections with respect to exclusive and inclusive jet multiplicity are
shown in Figure 9, while the 1-jets multiplicity dependence is shown in Figure 10. The measured
cross-sections are compared with various predictions at di�erent orders in QCD accuracy. Good agreement
is observed between the measured #jets and #1-jets distributions and the corresponding predictions. For
#jets, the predictions vary significantly in their uncertainties among the di�erent bins since they vary
in their order of QCD accuracy. This is most evident for NNLO��� predictions [150, 151] which is an
NNLO prediction for �+ � 1 jet, and hence a leading-order prediction for the � 3-jet bin, yielding a larger
uncertainty. The S�����+MCFM+O���L���� and G�S�� predictions are at NLO for the di�erent bins
with � 1 jet, and hence has a smaller uncertainty for the highest jet multiplicity. The � 3-jet bin from the
default simulation is produced solely by the parton shower and thus the uncertainty estimate is unreliable.
The uncertainties in the di�erent predictions for the di�erential cross-sections in bins of exclusive #jets are
underestimated as the exclusive-jet requirement results in a severe restriction of the phase space that is not
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taken into account in the formalism of these predictions.
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Figure 9: Particle-level fiducial di�erential cross-sections times branching ratio for (a) the exclusive jet multiplicity
#jets and (b) the inclusive jet multiplicity. The NNLOJET and G�S��+S����� predictions are available only for
the � 1 jet phase space. The STWZ, BLPTW predictions are available only for the exclusive 0, 1-jet bins and the
inclusive � 0, � 1, � 2-jet bins.

� 1-jet di�erential cross-sections Figure 11 shows the measured di�erential cross-section for ? 91
T . The

?
91
T distribution covers the same kinematic range as the Higgs boson ?

WW

T measurement, but coarser bins
were chosen at low ?T, with the SCET��� and R��ISH+NNLO��� predictions providing the greatest
accuracy (NNLO) among the di�erent predictions. Figure 12 shows ?

WW

T with a jet veto for ? 9

T > 30 GeV.
The measured cross-sections are compared with the default Monte Carlo predictions and with the resummed
predictions from R��ISH+MATRIX and R��B��2, which carry out the jet-veto resummation at NNLL
accuracy. The predictions are considered accurate up to 10 GeV above the jet-veto threshold. The current
data uncertainty does not allow detailed conclusions to be drawn for various predictions, but future
comparisons with improved precision will allow refinements in similar resummation calculations.

� 2-jet di�erential cross-sections Figure 13 shows the di�erential cross-sections for the variables < 9 9

and �q 9 9 . The < 9 9 and �q 9 9 distributions are compared with S����� predictions that are of NLO accuracy
for this jet multiplicity, whereas the default simulation is accurate only to leading order. Good agreement is
observed between data and the predictions, including the default simulation. In the highest < 9 9 bin, which
is more sensitive to VBF production, the data are in agreement with the predictions within the uncertainty
of the measurement. The �q 9 9 distribution, which has sensitivity to the CP properties of the Higgs boson,
is in good agreement with the expected shape in the SM.

Double-di�erential cross-sections Figure 14 shows the double-di�erential cross-section for ?
WW

T vs
|HWW |. Overall, good agreement is observed between data and predictions, with SCET��� providing a more
accurate description than the default simulation.
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• Twenty differential unfolded 
cross-sections 


• As functions of pTγγ, Njets , 
mjj, pTj1 & ΔΦjj


• Statistical uncertainty 
dominates 


• Results in agreement with SM 
predictions
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Figure 10: Particle-level fiducial di�erential cross-sections times branching ratio for the 1-jet multiplicities variable
#1-jets. The first bin includes events with no central jets or at least one lepton, while the two other bins contain events
with zero or at least one 1-jet in the remaining part of the diphoton fiducial phase space.
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Figure 11: Particle-level fiducial di�erential cross-sections times branching ratio for ?
91
T . The R��B��2 and

R��ISH+NNLOJET predictions for ? 91
T are available only for ? 91

T > 30 GeV, whereas SCET��� is available up to
350 GeV.

Cross-sections in the VBF-enhanced phase space Figure 15 shows the di�erential cross-section in
the VBF-enhanced phase space for �q 9 9 . Overall, good agreement is observed between the data and the
default simulation prediction and the ���VBF prediction, which is at higher-order accuracy in QCD.
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Figure 12: Particle-level fiducial di�erential cross-sections times branching ratio for ?WWT with a ?
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Figure 13: Particle-level fiducial di�erential cross-sections times branching ratio for the variables (a) < 9 9 and (b)
�q 9 9 in the diphoton baseline fiducial region.
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Differential unfolded 
cross-section 

measurements
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Figure 19: The e�ect on the five di�erential distributions used in the analysis of (a) the CP-even coe�cients 2�⌧ ,
2�⌫, 2�, , 2�,⌫ and (b) the CP-odd coe�cients 2

�
e
⌧

, 2
� e⌫, 2

�f, , 2
�f,⌫

of the SMEFT e�ective Lagrangian for
values of the coe�cients close to the expected limits. The 2�⌫, 2�, , 2�,⌫ variations at the expected limits a�ect
mainly the � ! WW branching ratio with negligible e�ects on the cross-section. The e�ect is shown at a new-physics
scale ⇤ = 1 TeV.

Statistical interpretation Limits on Wilson coe�cients are set by constructing a likelihood function
which is defined, up to a constant normalisation factor, as

! = exp

�

1
2

�
fobs � fpred

�T
⇠
�1 �

fobs � fpred
� �

,

where fobs and fpred are :-dimensional vectors from the measured and predicted di�erential cross-sections
of the five analysed observables, with : = 34 equal to the total number of bins of the five distributions
used in the fit, ⇠ = ⇠stat + ⇠syst + ⇠theo is the : ⇥ : total covariance matrix defined as the sum of the
statistical, systematic and theoretical covariances. The overflow bins for ?WWT , < 9 9 and ?

91
T are not used in

the limit-setting fit as they extend beyond the assumed new-physics scale ⇤ = 1 TeV.

The statistical covariance matrix is obtained with a bootstrapping technique and the resulting correlation
matrix shown in Figure 20. The matrix provides a measure of the statistical correlations between
cross-section bins because the same events in data will populate the di�erent observables used in the fit.

The covariance matrices for systematic and theoretical uncertainties are constructed from the uncertainties
listed in Section 7. Theoretical uncertainties are considered for the di�erent production modes using the
default SM MC simulation to estimate the e�ect of QCD scale and PDF variations, detailed in Section 8.1,
and are considered to be independent of new physics. Identical sources are assumed to be fully correlated
across bins and variables. In addition, nuisance parameters are included in the fit to account for limited MC
sample size, typically a�ecting the highest ?WWT and < 9 9 bins. In what follows, the likelihood function is
numerically maximised to determine !max and confidence intervals for one or several Wilson coe�cients
are determined via

1 � CL =
π

1

�2 ln ! (28)+2 ln !max

dG 5 (G) ,
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Table 7: The 95% CL observed limits on the 2�⌧ , 2�, , 2�⌫, 2�,⌫ Wilson coe�cients of the SMEFT basis and
their CP-odd counterparts using interference-only terms and using both the interference and quadratic terms. Limits
are derived by fitting one Wilson coe�cient at a time while setting the other coe�cients to zero. The limits are
computed at a new-physics scale ⇤ = 1 TeV.

Coe�cient 95% CL, interference-only terms 95% CL, interference and quadratic terms

2�⌧ [�6.1, 11.0] ⇥ 10�3
[�6.5, 10.2] ⇥ 10�3

2
�

e
⌧

[�0.12, 0.23] [�3.1, 3.5] ⇥ 10�2

2�, [�1.9, 0.9] ⇥ 10�2
[�1.8, 1.0] ⇥ 10�2

[ [0.28, 0.30]
2
�f, [�10.2, 5.2] [�7.3, 7.3] ⇥ 10�2

2�⌫ [�5.8, 2.8] ⇥ 10�3
[�5.5, 3.0] ⇥ 10�3

[ [8.4, 9.3] ⇥ 10�2

2
� e⌫ [�21.8, 5.7] ⇥ 102

[�2.3, 2.3] ⇥ 10�2

2�,⌫ [�5.2, 10.7] ⇥ 10�3
[�0.17,�0.15] [ [�5.5, 9.8] ⇥ 10�3

2
�f,⌫

[�2.5, 4.0] ⇥ 102
[�4.0, 4.0] ⇥ 10�2
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Figure 21: Observed and expected 68% and 95% CL limits on SMEFT Wilson coe�cients using (a) SM and
dimension-6 operators interference-only terms and (b) including quadratic dimension-6 terms. Limits are derived
by fitting one Wilson coe�cient at a time while setting the other coe�cients to zero. The limits are computed at a
new-physics scale ⇤ = 1 TeV.
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• ΔΦjj observable only is sensitive 

to CP-odd coefficients, with 

interference only


• Sizable effect of quadratic 

terms from dim-6 operators


• Same order as neglected 

interference terms from 

dim-8 operators  

• SMEFT constraints extracted on 

8 Wilson coefficients (one at a 

time, others fixed to 0)

Including quadratic 
dimension-6 terms 
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6

displayed in Supplementary Fig. S4. Also shown on the right panel of Fig. 3 is a representative
distribution of m4` from the combined off-shell 4` events.
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Figure 3: Distributions of m
ZZ
T in the 2`2n (left) and m4` in the 4` (right) off-shell signal regions.

The stacked histograms display the different predicted contributions after a fit to the data with
SM couplings. The gold dot-dashed line shows the distribution after a fit to the no off-shell
(GH = 0 MeV) hypothesis. The black points show the observed data, which is consistent with
the prediction with SM couplings within one standard deviation. The last bins contain the
overflow. The requirements on p

miss
T in 2`2n events, and the Dbkg-type kinematic discriminants

(see Table II of Ref. [16]) in 4` events are applied in order to enhance the H boson signal con-
tribution. The values of integrated luminosity displayed correspond to those included in the
off-shell analyses of each final state. The bottom pads show the ratio of the data or dashed
histograms to the stacked histogram.

The constraints on µoff-shell
F , µoff-shell

V , µoff-shell, and GH are summarized in Table 1. In summariz-
ing the constraints, we show the “observed” results, i.e., those extracted from our data, as well
as the “expected” ones, i.e., the results that we expect to obtain based on the SM and our initial
prediction for event selection efficiencies, background expectations, and systematic uncertain-
ties. Differences in the two set of results are found to be consistent with statistical fluctuations
in the data.

The profile likelihood scans over the µoff-shell
F and µoff-shell

V plane are shown on the left panel
of Fig. 4, and the profile likelihood scans over these parameters individually can be found in
Supplementary Fig. S8. The scans over GH are displayed in the right panel of Fig. 4. These scans
always include information from the 4` on-shell data, and the three cases displayed correspond
to adding the 4` off-shell data alone, adding the 2`2n off-shell data alone, or adding both.

The no off-shell scenario with µoff-shell = 0, or GH = 0 MeV is excluded at 99.97% CL (3.6
standard deviations) in the full combination. Constraints on GH are found to be stable within
1 MeV (0.1 MeV) for the upper (lower) limits when the presence of anomalous HVV couplings
are tested. More results on anomalous H boson couplings to W and Z boson pairs can be found
in the Methods section, and all results are tabulated in the HEPData record for this analysis [34].
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Off-Shell Evidence & BSM Scenarios

• Measurement of Higgs width 


• Null width ↔ no SM H contribution , large width ↔ 

increased dσ / dm2ℓ2ν 


• Off-shell Higgs production in H→ZZ*→2ℓ2ν is very sensitive to 

CP-violating couplings 


• 3.6σ exclusion of no off-shell (no-width) scenario, first 

evidence for off-shell production of the Higgs boson !


• The combination of 2ℓ2ν off-shell analysis with 4ℓ analyses 

has significant sensitivity to HVV CP contributions 

3

off-shell H ! ZZ. In addition, some of the amplitudes from continuum ZZ processes interfere
destructively with the H boson amplitudes [12, 17–21] because they share the same initial and
final states. For example, the amplitudes in the first and second columns of Fig. 1 interfere
with each other, but the amplitude on the bottom right panel does not interfere with any of
the others. These interference effects need to be included to keep the computed pp ! ZZ
cross section finite in the SM [17–20]. Figure 2 displays the interplay between the H boson pro-
duction modes and the interfering continuum amplitudes, illustrating the growing importance
of their destructive interference as mZZ grows in the two final states included in the analysis,
ZZ ! 2`2n and ZZ ! 4`.
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Figure 2: Standard model calculations of the m2`2n (left) and m4` (right) distributions for the
gg ! 2`2n and EW ZZ(! 4`) + qq processes. These processes involve H boson and interfer-
ing continuum contributions, shown in black and gold, respectively. The dashed green curve
represents their direct sum without the interference, and the solid magenta curve represents
the sum with interference included. Note that the interference is destructive, and its impor-
tance grows as the mass increases. Calculations for the gg ! 4` and EW ZZ(! 2`2n) + qq
processes exhibit similar qualitative properties.

In this article, we study off-shell H boson decays to ZZ ! 2`2n, and on-shell as well as off-shell
H boson decays to ZZ ! 4` (` = µ or e), using a sample of pp collisions at 13 TeV collected
by the CMS experiment at the LHC. The selection and analysis of the off-shell ZZ ! 2`2n
data sample is described in detail in this article, and it is based on data collected between 2016
and 2018, corresponding to an integrated luminosity of 138 fb�1. For the ZZ ! 4` mode, the
analysis starts from previously published CMS off-shell (2016 and 2017 data sets, 78 fb�1 [16])
and on-shell (2015 [16, 22] and 2016–2018 [23] data sets, 2.3 fb�1 and 138 fb�1, respectively)
results.

Information on the off-shell signal strengths, GH, and constraints on possible beyond-the-SM
(BSM) anomalous couplings are extracted from combined fits over several kinematic distri-
butions of the selected 2`2n and 4` events. While off-shell events are the ones solely used to
establish the presence of off-shell H boson production, the measurement of GH relies on the
combination of on-shell and off-shell data.

Because of the presence of neutrinos, the H boson mass cannot be precisely reconstructed in
the H ! 2`2n final state. Thus, on-shell information can only be extracted from the 4` mode.
This combination of 4` and 2`2n data enables the measurement of GH with a precision of ⇠50%.

 SM H contribution 
reduces dσ/dm at high m

HIG-21-013
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points represent the observed data. The first and last bins contain the overflow, and the black
hashed band represents the combined postfit uncertainty on the best fit. The bottom panel
displays the ratio of the various displayed hypotheses or observed data to the prediction from
the best fit. The integrated luminosity reaches only up to 138 fb�1 since on-shell 4` events are
not displayed.
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• Effect of HVV couplings on the Higgs width tested


• Parameterisation of anomalous HVV contributions: a2 CP-conserving, a3 CP-violating & Λ1 first-order 
term in the expansion of SM-like tensor structure with dipole form factor in invariant masses of the 2 Z 
bosons


• Ratios of couplings can be expressed through fractional contributions fai of the couplings ai to xsec of a given 
decay

2

2 Phenomenology of anomalous couplings and cross sections
In this study we follow the formalism used in the measurement of H couplings in earlier CMS
analyses [11, 14–19, 21, 22]. The theoretical approach is described in Refs. [24–27, 29–37].

Anomalous interactions of a spin-0 H with two spin-1 gauge bosons VV, such as WW, ZZ, Zg,
gg, and gg, are parameterized by a scattering amplitude that includes three tensor structures
with expansion of coefficients up to (q2/L2)

A(HVV) ⇠

"
a

VV
1 +

kVV
1 q

2
1 + kVV

2 q
2
2�

LVV
1

�2

#
m

2
V1e⇤V1e⇤V2 + a

VV
2 f

⇤(1)
µn f

⇤(2)µn + a
VV
3 f

⇤(1)
µn f̃

⇤(2)µn, (1)

where qi, eVi, and mV1 are the four-momentum, polarization vector, and pole mass of the gauge
boson, indexed by i = 1, 2. The gauge boson’s field strength tensor and dual field strength
tensor are f

(i)µn = e
µ
Vi

q
n
i
� en

Vi
q

µ
i

and f̃
(i)
µn = 1

2 eµnrs f
(i)rs. The coupling coefficients a

VV
i

, which
multiply the three tensor structures, and kVV

i
/(LVV

1 )2, which multiply the next term in the q
2

expansion for the first tensor structure, are to be determined from data, where L1 is the scale of
beyond the SM (BSM) physics. The convention e0123 = +1 defines the relative sign of the CP-
odd and CP-even couplings. The sign in front of the gauge fields in the covariant derivative
defines the sign of the photon field and sets the sign convention of the Zg couplings. Both
conventions rely on the tools adopted in this analysis and are discussed in Section 4.1.

In Eq. (1), the only nonzero SM contributions at tree level are a
WW
1 and a

ZZ
1 , which are assumed

to be equal under custodial symmetry. All other ZZ and WW couplings are considered anoma-
lous contributions, which are either due to BSM physics or small contributions arising in the
SM from loop effects that cannot be detected with the current precision. Among the anomalous
contributions, considerations of symmetry and gauge invariance require a

Zg
1 = a

gg
1 = a

gg
1 = 0,

kZZ
1 = kZZ

2 , kgg
1 = kgg

2 = 0, k
gg
1 = k

gg
2 = 0, and kZg

1 = 0 [38]. Therefore, in total there are
13 independent parameters that describe the H coupling to the electroweak gauge bosons and
two that describe the coupling to gluons. The a

VV
3 couplings are CP-odd, and their presence

together with any other CP-even couplings would result in CP violation in a given process.

Our earlier measurements [11] indicated substantially stronger limits on a
gg,Zg
2 and a

gg ,Zg
3 cou-

plings from H ! Zg and H ! gg decays with on-shell photons than from measurements with
virtual photons, so we do not pursue measurements of these parameters in this note, and they
are set to zero when measuring other anomalous couplings.

As the event kinematics of the H production in WW fusion and in ZZ fusion are very similar,
it is essentially impossible to distinguish between a

WW
i

and a
ZZ
i

in the VBF production. It is
therefore possible to use different conventions to set the relative size of the HWW and HZZ
couplings. The results can be reinterpreted for any chosen relationship between the a

WW
i

and
a

ZZ
i

couplings [18].

In our measurements we adopt two approaches to set the relationship between the a
WW
i

and a
ZZ
i

couplings. In the first approach (Approach 1) they are analyzed together assuming
a

WW
i

= a
ZZ
i

and kZZ
i

/(LZZ
1 )2 = kWW

i
/(LWW

1 )2. In the second approach (Approach 2) we reinter-
pret the results for the CP-violating coupling a3 following the procedure described in Ref. [18].
In this reinterpretation we apply additional considerations of custodial and SU(2)⇥U(1) sym-
metries in the relationships of anomalous couplings [38, 39]. With a

gg,Zg
2 and a

gg ,Zg
3 fixed to

Narrow-width 
approximation

cgg ¼ −
1

2παS
agg2 ; ð12Þ

c̃gg ¼ −
1

2παS
agg3 ; ð13Þ

where in the SM, cgg ¼ 0 and c̃gg ¼ 0, and the SM process
is generated by the quark loop not accounted for in the agg2
coupling. Finally, in the case of the Hff couplings, the κf
and κ̃f parameters in Eq. (1) can be treated as EFT
parameters [28], where in the SM, κf ¼ 1 and κ̃f ¼ 0.

C. Parametrization of cross sections

We use the narrow-width approximation and para-
metrize differential cross section of the on shell H boson
production process j and decay to a final state f following
Refs. [28,33] as

σðj → H → fÞ ∝
ð
P

ilα
ðjÞ
il aialÞð

P
mnα

ðfÞ
mnamanÞ

ΓH
; ð14Þ

where ai are the real couplings describing the Hff, Hgg, or
HVV interactions and include generically the κi in Eqs. (1)
and (2). The coefficients αðkÞil are in general functions of
kinematic observables for the differential cross section
distributions and are modeled with simulation. The total
width ΓH depends on the couplings ai and potentially
on the partial decay width to unobserved or invisible
final states, a dependence that must be taken into account
when interpreting cross section measurements in terms
of couplings.
When we perform the amplitude analysis of the data, in

the likelihood based on Eq. (14), we keep all cross terms in
the expansion of powers of Λ−N with N ¼ 0, 2, 4, 6, 8,
where formally each dimension-6 operator, or anomalous
ai coupling, receives theΛ−2 contribution in Eq. (2), even if
not explicitly shown, while the SM tree-level coupling
carries no such contribution. While this may create incon-
sistency in the EFT approach with the Λ−N terms kept or
neglected from the higher-dimension contributions, this
allows us to keep the likelihood positive definite, which is
an important consideration in the experimental analysis of
the data discussed in Sec. V. Because interference con-
tributions may become negative, dropping certain terms
in the expansion may lead to negative probability. The
importance of N ¼ 4, 6, 8 contributions may be considered
as testing whether the current precision is sufficient to treat
our results within the EFT approach, and we leave this test
to the interpretation of the results. However, regardless of
EFT validity, our results are presented in a fully self-
consistent formulation of amplitude decomposition, which
can either be translated to the EFT interpretation or treated
as a test of consistency of the data with the SM, including
the search for new sources of CP violation.

D. Parametrization of the signal strength
and cross section fractions

We present the primary results in terms of cross sections,
or equivalently, signal strengths μj ¼ σj=σSMj , and the
fractional contributions fai of the couplings ai to cross
sections ð

P
mn αmnamanÞ of a given decay process. The

ratios of couplings entering Eq. (14) can be expressed
through fai, and the common factors, such as the total
width ΓH and the SM-like coupling squared, are absorbed
into the signal strength. This formulation with μj and fai
allows the presentation of experimental results in the most
direct way, with a minimal and complete set of parameters
describing the given processes. This approach has several
convenient features. The cross sections and their ratios are
invariant with respect to the coupling convention, such as
the scaling in Eqs. (8)–(13). The cross section fractions fai
reflect kinematic features in either production or decay in a
direct way. They are conveniently bound between −1 and
þ1, and most systematic uncertainties cancel in the ratio.
The cross section fraction forHff couplings is defined as

fHff
CP ¼ jκ̃f j2

jκf j2 þ jκ̃f j2
sign

!
κ̃f
κf

"
: ð15Þ

Similarly, the cross section fraction for Hgg couplings is
defined as

fggHa3 ¼ jagg3 j2

jagg2 j2 þ jagg3 j2
sign

!
agg3
agg2

"
: ð16Þ

Both definitions incorporate the relative sign of the possible
BSM CP-odd and SM-like CP-even couplings. They are
based on the observation that the cross sections of the
H → gg process are equal for agg2 ¼ 1 and agg3 ¼ 1, as are
the cross sections of the H → ff̄ process for κf ¼ 1 and
κ̃f ¼ 1 in the limit of mf ≪ mH. We note that fggHa3 is
defined following the convention that agg2 and agg3 absorb
both pointlike interactions and quark contributions to the
loop. Following Ref. [33], the fggHa3 measurement can also
be interpreted in terms of fHff

CP under the assumption that
only the top and bottom quarks contribute to gluon fusion
with κt ¼ κb and κ̃t ¼ κ̃b:

jfHff
CP j ¼

!
1þ 2.38

#
1

jfggHa3 j
− 1

$"−1
¼ sin2αHff ; ð17Þ

where the signs of fHff
CP and fggHa3 are equal, and αHff is an

effective parameter sometimes used to describe the CP-odd
contribution to the H boson Yukawa couplings. A more
detailed analysis of the gluon fusion loop could be
performed without the assumption that only the top and
bottom quarks contribute.

A. M. SIRUNYAN et al. PHYS. REV. D 104, 052004 (2021)
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Assumption: ggH loop amplitudes 
do not receive BSM contributions
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Assumption: only 1/3 
parameters in (cHW, cHWB, 

cHB) is independent

of the measured cross section of the gluon fusion process to
that expected in the SM, is profiled when the fggHa3 results
are reported. The measurement of the fggHa3 is consistent
with zero, as expected in the SM. This can be clearly seen
from the DggH

CP and DggH
0− distributions in Fig. 10. The

measured value of μggH ¼ 0.86þ0.13
−0.11 is consistent with that

reported in Ref. [78] without the fit for the CP structure of
interactions. The values of μggH and fggHa3 are uncorrelated.
The signal strength of the VBF and VH processes μV and
their CP properties fa3 are also profiled when this
measurement is performed. This measurement is also
performed simultaneously in a fit with the tt̄H process
with the μtt̄H and fHtt

CP parameters unconstrained, as

discussed below. The tH process is always included with
the tt̄H process with its signal strength expressed through
the μtt̄H, μV , and fHtt

CP parameters.
The parameters fggHa3 and μggH are equivalent to the

measurement of the CP-even and CP-odd couplings on the
production side, while the HVV couplings on the decay
side are constrained from the simultaneous measurement of
the VBF and VH processes with fa3 and μV profiled. The
cgg and c̃gg couplings, introduced in Eqs. (12) and (13), can
be extracted from the above measurements. We follow the
parametrization o 1f the cross section and the total width
from Ref. [33], where cgg, c̃gg, κt, κ̃t, κb, and κ̃b contribute.
Since it is not possible to disentangle all these couplings in
a single process, we fix κt ¼ κb ¼ 1 and κ̃t ¼ κ̃b ¼ 0 to the
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FIG. 14. Constraints on the anomalous H boson couplings to gluons in the ggH process using the H → 4l decay. Left: observed
(solid) and expected (dashed) likelihood scans of the CP-sensitive parameter fggHa3 . The dashed horizontal lines show 68 and 95% CL
Right: observed confidence level intervals on the cgg and c̃gg couplings reinterpreted from the fggHa3 and μggH measurement with fa3 and
μV profiled, and with κt ¼ κb ¼ 1. The dashed and solid lines show the 68 and 95% CL exclusion regions in two dimensions,
respectively.

TABLE V. Constraints on the fggHa3 and fHtt
CP parameters with the best fit values and allowed 68% CL (quoted uncertainties) and

95% CL (within square brackets) intervals, limited to the physical range of ½−1; 1$. The fHtt
CP constraints obtained in this work are

combined with those in theH → γγ channel [26]. The interpretation of the fggHa3 result under the assumption of the top quark dominance
in the gluon fusion loop are presented in terms of the fHtt

CP parameter, where either ggH or its combination with tH and tt̄H results are
shown.

Parameter Scenario Observed Expected

fggHa3
ggH (H → 4l) −0.04þ1.04

−0.96 ½−1; 1$ 0% 1 ½−1; 1$

fHtt
CP

8
>>>>>><

>>>>>>:

tH & tt̄H (H → 4l) %ð0.88þ0.12
−1.88 Þ ½−1; 1$ 0% 1 ½−1; 1$

tH & tt̄H (H → γγ) [26] 0.00% 0.33 ½−0.67; 0.67$ 0.00% 0.49 ½−0.82; 0.82$
tH & tt̄H (H → 4l& γγ) 0.00% 0.33 ½−0.67; 0.67$ 0.00% 0.48 ½−0.81; 0.81$
ggH (H → 4l) −0.01þ1.01

−0.99 ½−1; 1$ 0% 1 ½−1; 1$
ggH & tH & tt̄H (H → 4l) −0.56þ1.56

−0.44 ½−1; 1$ 0.00% 0.47 ½−1; 1$
ggH & tH & tt̄H (H → 4l& γγ) −0.04þ0.38

−0.36 ½−0.69; 0.68$ 0.00% 0.30 ½−0.70; 0.70$
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SM expectation and leave cgg and c̃gg, which describe
possible BSM contribution in the loop, unconstrained. The
small contribution of theH → γγ and Zγ decays to the total
width is assumed to be SM-like.
The resulting constraints on cgg and c̃gg are shown in

Fig. 14, right. The general features of these constraints
are the following. The pure signal strength measurement
μggH, available even without the fit for fggHa3 , provides a
constraint in the form of a ring on a two-parameter plane
in Fig. 14, right. The measurement of fggHa3 resolves the
areas within this ring. Since the sensitivity of the fggHa3
measurement is currently just under 68% CL, this
resolution is not strong. The H boson width dependence
on cgg and c̃gg is relatively weak and does not alter this
logic considerably. The results are consistent with the SM
expectation.
As mentioned earlier, it is not possible to resolve the

loop contributions from the SM or BSM particles in this
measurement. Therefore, the deviations of the SM-like
Yukawa couplings κt and κb from unit values are absorbed
into the effective cgg measurement, and the CP-odd
Yukawa couplings κ̃t and κ̃b are absorbed into the
effective c̃gg measurement, together with possible con-
tributions from BSM particles. However, reinterpretation
of these results is possible in terms of the independent
Yukawa couplings and effective pointlike gluon cou-
plings in combination with the tt̄H and tH modes, as
discussed below.

B. Constraints on Htt couplings

The measurement of anomalous couplings of the H
boson to top quarks is presented in Fig. 15 and Table V.
First, the measurements of fHtt

CP from the tt̄H and tH
processes only are reported. The signal strength μtt̄H, which
is the ratio of the measured cross section of the tt̄H process
to that expected in the SM, is profiled when the fHtt

CP results
are reported. The measured value of μtt̄H ¼ 0.17þ0.70

−0.17 is
consistent with that reported in Ref. [78] without the fit for
the CP structure of interactions. In both cases we observe
downward fluctuations in the signal yield compared to
expectation, but these fluctuations are not statistically
significant. There is no significant linear correlation
between μtt̄H and fHtt

CP . The signal strength of the VBF
and VH processes μV , ggH process μggH, and their CP
properties fa3 and fggHa3 are also profiled when this
measurement is performed. This analysis of the tt̄H and
tH processes is not sensitive to the sign of fHtt

CP . However,
for later combination with the ggH measurement, presented
above, under the assumption of the top quark dominance in
the gluon fusion loop, symmetric constraints on fHtt

CP are
reported.
The observed best fit fHtt

CP value gives preference to the
CP-odd Yukawa coupling. This comes from the negative
value of the Dtt̄H

0− discriminant for the one observed signal-
like event in Fig. 9. However, this result is statistically
consistent with the pure CP-even Yukawa coupling
expected in the SM. With just about two signal tt̄H events
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FIG. 15. Constraints on the anomalous H boson couplings to top quarks in the tt̄H and tH processes using the H → γγ [26] and
H → 4l decays. Left: observed (solid) and expected (dashed) likelihood scans of fHtt

CP in the tt̄H and tH processes in the H → 4l (red),
γγ (black), and combined (blue) channels, where the combination is done without relating the signal strengths in the two processes. The
dashed horizontal lines show 68 and 95% CL Right: observed confidence level intervals on the κt and κ̃t couplings reinterpreted from the
fHtt
CP , μtt̄H, and μV measurements in the combined fit of theH → 4l and γγ channels, with the signal strengths in the two channels related

through the couplings as discussed in text. The dashed and solid lines show the 68 and 95% CL exclusion regions in two dimensions,
respectively.
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• Comprehensive study: CP-violation, anomalous couplings & tensor 
structure of Higgs interactions in H→ZZ*→4ℓ decay


• Detector-level matrix-element based observables defined using kinematic 
properties of particles in production & decay


• Parameterisation of production & decay based on scattering amplitude 
then connected to SMEFT formulation


• CP-even/odd Higgs-gluon effective & top-quark Yukawa couplings 
constrained by ggH & ttH


• Impose SU(2)×U(1) symmetry to relate parameters to SMEFT 


• Operator basis chosen as couplings of mass eigenstates: translation of 
SMEFT results to bosonic dim-6 operators in Warsaw basis

Similar CP-odd/even kt results 
in ATLAS-CONF-2022-016 

HIG-19-009

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-016/
http://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-19-009/index.html
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the fits with one parameter. Owing to what appears to be a
statistical fluctuation in the observed data when the−2 lnðLÞ
minima obtained from the decay and from the production
kinematics differ, the observed constraints appear weaker
than expected. However, the results are still statistically
consistent with the SM and with the expected constraints in
the SM. Should the global minimum nonetheless persist

away from (0, 0, 0, 0) with more data, it will be interesting to
study consistency of the constraints from the VBF and VH
production and from theH → 4l decay. The production and
decay test different ranges of q2i , as discussed above. If the q

2
i

growth is truncated in the VBF and VH production due to
lower-energy BSM effects, then the decay information
becomes more important.
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FIG. 20. Observed (solid) and expected (dashed) likelihood scans of fa3 (upper left), fa2 (upper right), and fΛ1 (lower) in approach 2
within SMEFTwith the symmetry relationship of couplings set in Eqs. (3)–(7). The results are shown for each coupling separately with
the other anomalous coupling fractions either set to zero or left unconstrained in the fit. In all cases, the signal strength parameters have
been left unconstrained. The dashed horizontal lines show the 68 and 95% CL regions. For better visibility of all features, the x and y
axes are presented with variable scales. On the linear-scale x axis, an enlargement is applied in the range −0.03 to 0.03. The y axis is
shown in linear or logarithmic scale for values of −2 lnL below or above 11, respectively.
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within SMEFTwith the symmetry relationship of couplings set in Eqs. (3)–(7). The results are shown for each coupling separately with
the other anomalous coupling fractions either set to zero or left unconstrained in the fit. In all cases, the signal strength parameters have
been left unconstrained. The dashed horizontal lines show the 68 and 95% CL regions. For better visibility of all features, the x and y
axes are presented with variable scales. On the linear-scale x axis, an enlargement is applied in the range −0.03 to 0.03. The y axis is
shown in linear or logarithmic scale for values of −2 lnL below or above 11, respectively.
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• Diff cross-sections parameterised 


• ai=real couplings describing HVV, Hf or Hgg vertex


• Signal strength parameters unconstrained in all cases


• Measured signal strengths: μggH=0.86+0.13-0.11 , μVH+VBF=1.10+0.50-0.42 , μttH=0.17+0.70-0.17
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http://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-19-009/index.html
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The effective fractional cross section for Hff couplings is defined as [22]

f
Hff
CP =

|ekf|
2

|kf|
2 + |ekf|

2 sgn
✓
ekf
kf

◆
. (5)

An equivalent effective mixing angle aHff is also used to describe the CP-odd contribution to
the H Yukawa couplings and is defined as

aHff = tan�1
✓
ekf
kf

◆
, (6)

where | f
Htt
CP | = sin2 aHff. Therefore, with just two contributions to the gluon fusion loop (CP-

even and CP-odd fermion couplings), the two parameters are equivalent. However, with con-
sideration of multiple contributions, as discussed in the case of electroweak HVV couplings
above, multiple fractional contributions have to be defined and a single angle is not sufficient.
The gluon fusion loop can be generated by unknown heavy BSM particles, in addition to the
SM fermions, and the effective coupling results in the CP-even a

gg
2 and CP-odd a

gg
3 couplings,

defined in Eq. (1). In the effective field theory (EFT) approach [39], they correspond to two EFT
couplings in the Higgs basis:

cgg = �
1

2paS
a

gg
2 ,

ecgg = �
1

2paS
a

gg
3 .

(7)

Therefore, there are at least four contributions to consider (kt, ekt, cgg, ecgg), where in the SM we
have (kt, ekt, cgg, ecgg) = (1, 0, 0, 0). The dependence of the ggH cross section and H branching
fractions on these parameters is given in Ref. [40]. Under the assumptions that the only SM
particles contributing to the loop are the top and bottom quarks and (kb, ekb) = (1, 0), the ggH
cross section relative to the SM expectation is found to be

µggH =1.1068k2
t + 0.0082 � 0.1150kt + 2.5717ek2

t + 1.0298(12p2
cgg)

2 + 2.3170(8p2ecgg)
2

+ 2.1357(12p2
cgg)kt � 0.1109(12p2

cgg) + 4.8821(8p2ecgg)ekt.
(8)

Within the framework of our analysis, however, it is hard to distinguish between the kf and a
gg
2

contributions, or between ekf and a
gg
3 . There are small differences in the pT distributions of the

H, and one can also observe effects in the off-shell H production [38]. However, the former is
too small to have a noticeable effect in this analysis, and the latter is not relevant in our on-shell
topology. Therefore, we absorb the SM fermion loop contribution, dominated by the heavy
top quark, into the overall a

gg
2 and a

gg
3 couplings. The only remaining effective fractional cross

section for the Hgg interaction is defined as [21]

f
ggH
a3 =

|a
gg
3 |2

|a
gg
2 |2 + |a

gg
3 |2

sgn

 
a

gg
3

a
gg
2

!
. (9)

Under the assumption that only the top and bottom quarks contribute to gluon fusion with
kt = kb and ekt = ekb, the following relationship [38] holds:

��� f Htt
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A
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Figure 14: Observed (solid) and expected (dashed) likelihood scans of cgg (left) and ecgg (right)
with kt and ekt profiled (top) and fixed to SM expectation (bottom) using the H ! tt , H !

4` [21], and H ! gg [22] decay channels.
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Figure 14: Observed (solid) and expected (dashed) likelihood scans of cgg (left) and ecgg (right)
with kt and ekt profiled (top) and fixed to SM expectation (bottom) using the H ! tt , H !

4` [21], and H ! gg [22] decay channels.

κt & κ ̃t profiled

Constraints on Anomalous Higgs Couplings using H→ττ

2

2 Phenomenology of anomalous couplings and cross sections
In this study we follow the formalism used in the measurement of H couplings in earlier CMS
analyses [11, 14–19, 21, 22]. The theoretical approach is described in Refs. [24–27, 29–37].

Anomalous interactions of a spin-0 H with two spin-1 gauge bosons VV, such as WW, ZZ, Zg,
gg, and gg, are parameterized by a scattering amplitude that includes three tensor structures
with expansion of coefficients up to (q2/L2)

A(HVV) ⇠

"
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VV
1 +

kVV
1 q

2
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2 q
2
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�2

#
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⇤(1)
µn f

⇤(2)µn + a
VV
3 f

⇤(1)
µn f̃

⇤(2)µn, (1)

where qi, eVi, and mV1 are the four-momentum, polarization vector, and pole mass of the gauge
boson, indexed by i = 1, 2. The gauge boson’s field strength tensor and dual field strength
tensor are f

(i)µn = e
µ
Vi

q
n
i
� en

Vi
q

µ
i

and f̃
(i)
µn = 1

2 eµnrs f
(i)rs. The coupling coefficients a

VV
i

, which
multiply the three tensor structures, and kVV

i
/(LVV

1 )2, which multiply the next term in the q
2

expansion for the first tensor structure, are to be determined from data, where L1 is the scale of
beyond the SM (BSM) physics. The convention e0123 = +1 defines the relative sign of the CP-
odd and CP-even couplings. The sign in front of the gauge fields in the covariant derivative
defines the sign of the photon field and sets the sign convention of the Zg couplings. Both
conventions rely on the tools adopted in this analysis and are discussed in Section 4.1.

In Eq. (1), the only nonzero SM contributions at tree level are a
WW
1 and a

ZZ
1 , which are assumed

to be equal under custodial symmetry. All other ZZ and WW couplings are considered anoma-
lous contributions, which are either due to BSM physics or small contributions arising in the
SM from loop effects that cannot be detected with the current precision. Among the anomalous
contributions, considerations of symmetry and gauge invariance require a

Zg
1 = a

gg
1 = a

gg
1 = 0,

kZZ
1 = kZZ

2 , kgg
1 = kgg

2 = 0, k
gg
1 = k

gg
2 = 0, and kZg

1 = 0 [38]. Therefore, in total there are
13 independent parameters that describe the H coupling to the electroweak gauge bosons and
two that describe the coupling to gluons. The a

VV
3 couplings are CP-odd, and their presence

together with any other CP-even couplings would result in CP violation in a given process.

Our earlier measurements [11] indicated substantially stronger limits on a
gg,Zg
2 and a

gg ,Zg
3 cou-

plings from H ! Zg and H ! gg decays with on-shell photons than from measurements with
virtual photons, so we do not pursue measurements of these parameters in this note, and they
are set to zero when measuring other anomalous couplings.

As the event kinematics of the H production in WW fusion and in ZZ fusion are very similar,
it is essentially impossible to distinguish between a

WW
i

and a
ZZ
i

in the VBF production. It is
therefore possible to use different conventions to set the relative size of the HWW and HZZ
couplings. The results can be reinterpreted for any chosen relationship between the a

WW
i

and
a

ZZ
i

couplings [18].

In our measurements we adopt two approaches to set the relationship between the a
WW
i

and a
ZZ
i

couplings. In the first approach (Approach 1) they are analyzed together assuming
a

WW
i

= a
ZZ
i

and kZZ
i

/(LZZ
1 )2 = kWW

i
/(LWW

1 )2. In the second approach (Approach 2) we reinter-
pret the results for the CP-violating coupling a3 following the procedure described in Ref. [18].
In this reinterpretation we apply additional considerations of custodial and SU(2)⇥U(1) sym-
metries in the relationships of anomalous couplings [38, 39]. With a

gg,Zg
2 and a

gg ,Zg
3 fixed to
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3 . There are small differences in the pT distributions of the

H, and one can also observe effects in the off-shell H production [38]. However, the former is
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Under the assumption that only the top and bottom quarks contribute to gluon fusion with
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• Study of anomalous interactions of the H boson with vector 

bosons, including CP violation in the H→ττ decay channel 

produced through ggH & VBF+VH 

• Use 4 most sensitive channels: τhadτhad , μτhad, eτhad, eμ 


• Matrix-element variables used to separate anomalous couplings 

from SM


• Combination with 4ℓ & γγ to constrain anomalous couplings


• Anomalous CP-even/odd couplings translated into EFT 

parameters in addition to κf & κ ̃f :


• cgg & c ̃gg constraints profiling κt & κ ̃t (constrained by ttH/tH(4ℓ/γγ))

https://cds.cern.ch/record/2784578


[  Andrea Sciandra | Higgs EFT Results at ATLAS & CMS | LHCP2022 | May, 19th 2022 ] ￼17

Conclusion

• Several Higgs EFT studies produced by the ATLAS & CMS Collaborations


• No significant deviations from the Standard Model observed (so far!)


• Innovative techniques & growing pool of EFT combinations to overcome limited info/
sensitivity from “single” inputs


• Use of basis rotation to extract maximum information 


• Tests of combinations of measurements from Higgs & other sectors


• Clear roadmap ahead: combine Higgs with EW & top measurements


• Combined EW interpretation available already, see talk by E. Soldatov


• Stay tuned for more & more stringent EFT results to come!

https://indico.cern.ch/event/1109611/timetable/?view=standard#736-experimental-overview-of-e
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EFTs & Higgs Sector: List of dim-6 Operators

Wilson coefficients ci & corresponding dimension-6 SMEFT operators Oi(6) used in ATLAS-CONF-2021-053

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-053/
https://cds.cern.ch/record/2743067
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EFT Interpretation of ATLAS Higgs STXS Combination 
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Figure 8: Best-fit values and uncertainties for the cross sections in each measurement region and of the ratios of
branching fractions ⌫ 5 /⌫// , normalised to the SM predictions for the various parameters. The parameters directly
extracted from the fit are the products (f8 ⇥⌫// ) and the ratios ⌫ 5 /⌫// . The black error bars, blue boxes and yellow
boxes show the total, systematic, and statistical uncertainties in the measurements, respectively. The gray bands
show the theory uncertainties on the predictions. The level of compatibility between the combined measurement and
the SM prediction, estimated using the procedure outlined in the text with 41 degrees of freedom, corresponds to a
?-value of ?SM = 92%.
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EFT Interpretation of ATLAS Higgs STXS Combination ATLAS-
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Figure 8: Best-fit values and uncertainties for the cross sections in each measurement region and of the ratios of
branching fractions ⌫ 5 /⌫// , normalised to the SM predictions for the various parameters. The parameters directly
extracted from the fit are the products (f8 ⇥⌫// ) and the ratios ⌫ 5 /⌫// . The black error bars, blue boxes and yellow
boxes show the total, systematic, and statistical uncertainties in the measurements, respectively. The gray bands
show the theory uncertainties on the predictions. The level of compatibility between the combined measurement and
the SM prediction, estimated using the procedure outlined in the text with 41 degrees of freedom, corresponds to a
?-value of ?SM = 92%.
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SMEFT calculations

EFT Interpretation of ATLAS Higgs STXS Combination 

• Calculations for most Higgs production and decay modes have been performed at LO 
accuracy in QCD with SMEFTSim 


• Assumption of a 𝑈(3)5 flavour symmetry, providing the Fermi constant, and the 𝑍 and 𝑊 boson 

masses as inputs 


• Exceptions are: 


• ggH, gg->ZH and H->gg calculations, performed at NLO accuracy in QCD with 
SMEFTatNLO 

• Calculations for SMEFT-SM interference terms in H->γγ, performed at NLO accuracy in 
QED (Phys. Rev. D 98, 095005)


• SMEFT modifications to background processes neglected

https://arxiv.org/pdf/2012.11343.pdf
http://feynrules.irmp.ucl.ac.be/wiki/SMEFTatNLO
https://link.aps.org/doi/10.1103/PhysRevD.98.095005
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Rotation matrix

SM expected covariance 
matrix ~ Fisher info matrix

ATLAS-
CONF-2020-053

Linear model

EFT Interpretation of ATLAS Higgs STXS Combination 

https://cds.cern.ch/record/2743067/files/ATLAS-CONF-2020-053.pdf
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Observed & Expected measurement of c’i 
parameters with the SMEFT linearized 

models
Table 11: Summary of the observed and the SM expected measurement of the parameters 2

0

8 with the SMEFT
linearised model. The ranges correspond to 68% and 95% confidence level intervals, where all other coe�cients and
all nuisance parameters were left as free parameters in the fit.

Model Parameter Observed Expected

(⇤ = 1 TeV ) Best-fit 68% CI 95% CI 68% CI 95% CI

2
(3)

�@ 0.0 [�0.04, 0.05] [�0.08, 0.1] [�0.04, 0.05] [�0.08, 0.09]

23� 3.2 [0.5, 6] [�2.1, 9] [�2.7, 2.7] [�5, 5]

24� 1.8 [0.23, 4] [�1.5, 5] [�1.7, 1.7] [�3.5, 3.2]

2
[1]
�, ,�⌫,�,⌫,�⇡⇡,D, ,D⌫,, 0.001 [�0.004, 0.005] [�0.009, 0.01] [�0.005, 0.004] [�0.009, 0.009]

2
[2]
�, ,�⌫,�,⌫,�⇡⇡,D, ,D⌫,, 0.4 [�0.30, 1.0] [�0.9, 1.7] [�0.6, 0.6] [�1.3, 1.3]

2
[3]
�, ,�⌫,�,⌫,�⇡⇡,D, ,D⌫,, �0.4 [�4, 1.9] [�6, 5] [�2.7, 2.8] [�5, 6]

2
[1]
�;(1),�4

�0.4 [�1.4, 0.7] [�2.5, 1.7] [�1.0, 1.0] [�2.0, 2.0]

2
[1]
�D,�3,�@(1) 0.0 [�0.4, 0.4] [�0.9, 0.8] [�0.4, 0.4] [�0.9, 0.8]

2
[2]
�D,�3,�@(1) �0.8 [�6, 4] [�10, 9] [�5, 5] [�10, 10]

2
[1]
�;(3),;;0

0.15 [�0.4, 0.7] [�0.9, 1.3] [�0.5, 0.5] [�1.0, 1.0]

2
[1]
�⌧,D⌧,D� �0.005 [�0.01,�0.0018] [�0.013, 0.0021] [�0.004, 0.004] [�0.008, 0.008]

2
[2]
�⌧,D⌧,D� �0.23 [�0.7, 0.18] [�1.1, 0.6] [�0.4, 0.5] [�0.9, 0.9]

2
[1]
C>? 0.15 [�0.18, 0.5] [�0.5, 0.8] [�0.4, 0.4] [�0.7, 0.7]

41

the generic parametrisation within the ^-framework (Section 6.5), the following trends in deviations from
SM predictions are observed: deviations of the best-fit ^6 and 2

[1]
�⌧,D⌧,D� values are both of similar size

relative to the measurement uncertainty, and are both below the SM prediction, in accordance with their
expected positively correlated impact on the ggF cross section; deviations of the ^g and 24� best-fit values
are also of similar size but in opposite directions, as is expected from their negatively correlated impact on
the � ! gg decay rate; and finally, similar behavior is also observed for the ^1 and 23� parameters, both
of which a�ect the � ! 11̄ decay vertex.

The correlation matrix of the measurement is shown in Figure 19.
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Figure 19: Correlation from the linearised SMEFT model for the observed data. The linear correlation coe�cient
d(- ,. ) between pairs of observables is indicated in color and given numerically.

Compared to the previous results in Ref. [46], the correlations between di�erent subgroups of Wilson
coe�cients are in general reduced due to the additional input from the � ! gg, VBF, � ! 11̄ and CC�,
� ! 11̄ channels. Together with the additional sensitivity, this allows for the first time for the constraints
on the 24� , 23� and 2

[1]
C>? parameters to be set independently of other parameters in the fit. Furthermore,

the sensitivity to the most sensitive directions in the remaining groups of parameters is in general improved
by up to 70%.
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Figure 1: The linear impact of the SMEFT operators on the signal strength modifiers of the ! → ""∗ analysis, the
normalization of the "" background in the ggF signal region, and the differential cross section measured in the
"" analysis, relative to the SM cross-section. In order to illustrate experimental sensitivity to these effects in data,
the expected total uncertainty on each modifier is shown in the top panel. Λ = 1 TeV is assumed and the values of
Wilson coefficients are chosen such that the impact of all operators is of similar size, for better visibility.

are within the analysis phase space at particle level, while the efficiency is the fraction of these events
that are reconstructed and analyzed. Both acceptance and efficiency depend on the effect of dimension-
six operators that modify the kinematics of Higgs boson production and decay. Acceptance effects are
expected to be dominant and no efficiency corrections are derived. The acceptance of the interference of
dimension-six operators with the SM is calculated analogously to the acceptance of a physical process,
using the particle level samples that represent interference effects, which are introduced in Section 3.2. In
the ggF search region of the ! → ""∗ analysis, the influence of O!" and O(3)

!# on Higgs boson decay
kinematics leads to an acceptance that differs from the SM acceptance. All other operators affecting Higgs
boson decays only introduce an overall scaling of the branching ratio. The interference of O!" with the
SM has a 10% higher acceptance than the SM signal while theO(3)

!# interference term has an acceptance that
is 1.8% lower than the SM. A multiplicative correction to the linear coefficients #!−→$%&%

' corresponding

7

￼25

Impact of most relevant SMEFT operators  
on the analyses regions

0.03

0.03

0.02

0.03

0.03

0.03

0.04

0.06

0.06

0.05

0.07

0.08

0.07

0.06

�0.07

1

�0.04

�0.05

�0.06

�0.08

�0.1

�0.17

�0.16

�0.15

�0.09

�0.17

�0.19

�0.14

�0.16

1

�0.07

0.12

0.18

�0.08

0.31

0.24

0.38

0.45

0.57

0.49

0.18

0.57

0.63

0.77

1

�0.16

0.06

0.11

0.21

�0.11

0.32

0.23

0.41

0.45

0.59

0.48

0.13

0.59

0.72

1

0.77

�0.14

0.07

0.25

0.35

0.21

0.43

0.42

0.55

0.6

0.65

0.59

0.42

0.73

1

0.72

0.63

�0.19

0.08

0.23

0.31

0.28

0.44

0.45

0.49

0.61

0.65

0.67

0.6

1

0.73

0.59

0.57

�0.17

0.07

0.2

0.27

0.52

0.34

0.46

0.33

0.46

0.41

0.62

1

0.6

0.42

0.13

0.18

�0.09

0.05

0.17

0.23

0.25

0.4

0.44

0.4

0.59

0.63

1

0.62

0.67

0.59

0.48

0.49

�0.15

0.06

0.23

0.3

0.19

0.46

0.44

0.55

0.7

1

0.63

0.41

0.65

0.65

0.59

0.57

�0.16

0.06

0.25

0.33

0.31

0.46

0.49

0.6

1

0.7

0.59

0.46

0.61

0.6

0.45

0.45

�0.17

0.04

0.28

0.4

0.37

0.53

0.6

1

0.6

0.55

0.4

0.33

0.49

0.55

0.41

0.38

�0.1

0.03

0.27

0.34

0.46

0.57

1

0.6

0.49

0.44

0.44

0.46

0.45

0.42

0.23

0.24

�0.08

0.03

0.25

0.33

0.46

1

0.57

0.53

0.46

0.46

0.4

0.34

0.44

0.43

0.32

0.31

�0.06

0.03

0.27

0.37

1

0.46

0.46

0.37

0.31

0.19

0.25

0.52

0.28

0.21

�0.11

�0.08

0.02

0.28

1

0.37

0.33

0.34

0.4

0.33

0.3

0.23

0.27

0.31

0.35

0.21

0.18

�0.05

0.03

1

0.28

0.27

0.25

0.27

0.28

0.25

0.23

0.17

0.2

0.23

0.25

0.11

0.12

�0.04

0.03

ATLAS Preliminary p
s =13 TeV, 36.1 fb�1

�1

�0.8

�0.6

�0.4

�0.2

0

0.2

0.4

0.6

0.8

1

µ
H
W

W

V
B
F

µ
H
W

W

g
g
H

µ
W

W

p
le
a
d
.le

p
.

T

27
-4
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

40
-5
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

50
-6
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

60
-7
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

70
-8
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

80
-9
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

90
-1
00

G
eV

µ
W

W

p
le
a
d
.le

p
.

T

10
0-
11
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

11
0-
13
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

13
0-
15
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

15
0-
17
5
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

17
5-
22
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

22
0-
30
0
G
eV

µ
W

W

p
le
a
d
.le

p
.

T

>
30
0
G
eV

µWW

p
lead .lep.
T

> 300 GeV

µWW

p
lead .lep.
T

220-300 GeV

µWW

p
lead .lep.
T

175-220 GeV

µWW

p
lead .lep.
T

150-175 GeV

µWW

p
lead .lep.
T

130-150 GeV

µWW

p
lead .lep.
T

110-130 GeV

µWW

p
lead .lep.
T

100-110 GeV

µWW

p
lead .lep.
T

90-100 GeV

µWW

p
lead .lep.
T

80-90 GeV

µWW

p
lead .lep.
T

70-80 GeV

µWW

p
lead .lep.
T

60-70 GeV

µWW

p
lead .lep.
T

50-60 GeV

µWW

p
lead .lep.
T

40-50 GeV

µWW

p
lead .lep.
T

27-40 GeV

µHWW

ggH

µHWW

VBF

Figure 3: Expected correlation matrix of the signal strength modifiers of the ! → ""∗ analysis and the ""
measurement.
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Inclusive & Diff Fiducial Cross-Sections in H→γγ: EFT HIGG-2019-13
Table 7: The 95% CL observed limits on the 2�⌧ , 2�, , 2�⌫, 2�,⌫ Wilson coe�cients of the SMEFT basis and
their CP-odd counterparts using interference-only terms and using both the interference and quadratic terms. Limits
are derived by fitting one Wilson coe�cient at a time while setting the other coe�cients to zero. The limits are
computed at a new-physics scale ⇤ = 1 TeV.

Coe�cient 95% CL, interference-only terms 95% CL, interference and quadratic terms

2�⌧ [�6.1, 11.0] ⇥ 10�3
[�6.5, 10.2] ⇥ 10�3

2
�

e
⌧

[�0.12, 0.23] [�3.1, 3.5] ⇥ 10�2

2�, [�1.9, 0.9] ⇥ 10�2
[�1.8, 1.0] ⇥ 10�2

[ [0.28, 0.30]
2
�f, [�10.2, 5.2] [�7.3, 7.3] ⇥ 10�2

2�⌫ [�5.8, 2.8] ⇥ 10�3
[�5.5, 3.0] ⇥ 10�3

[ [8.4, 9.3] ⇥ 10�2

2
� e⌫ [�21.8, 5.7] ⇥ 102

[�2.3, 2.3] ⇥ 10�2

2�,⌫ [�5.2, 10.7] ⇥ 10�3
[�0.17,�0.15] [ [�5.5, 9.8] ⇥ 10�3

2
�f,⌫

[�2.5, 4.0] ⇥ 102
[�4.0, 4.0] ⇥ 10�2
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Figure 21: Observed and expected 68% and 95% CL limits on SMEFT Wilson coe�cients using (a) SM and
dimension-6 operators interference-only terms and (b) including quadratic dimension-6 terms. Limits are derived
by fitting one Wilson coe�cient at a time while setting the other coe�cients to zero. The limits are computed at a
new-physics scale ⇤ = 1 TeV.
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Figure 19: The e�ect on the five di�erential distributions used in the analysis of (a) the CP-even coe�cients 2�⌧ ,
2�⌫, 2�, , 2�,⌫ and (b) the CP-odd coe�cients 2

�
e
⌧

, 2
� e⌫, 2

�f, , 2
�f,⌫

of the SMEFT e�ective Lagrangian for
values of the coe�cients close to the expected limits. The 2�⌫, 2�, , 2�,⌫ variations at the expected limits a�ect
mainly the � ! WW branching ratio with negligible e�ects on the cross-section. The e�ect is shown at a new-physics
scale ⇤ = 1 TeV.

Statistical interpretation Limits on Wilson coe�cients are set by constructing a likelihood function
which is defined, up to a constant normalisation factor, as

! = exp

�

1
2

�
fobs � fpred

�T
⇠
�1 �

fobs � fpred
� �

,

where fobs and fpred are :-dimensional vectors from the measured and predicted di�erential cross-sections
of the five analysed observables, with : = 34 equal to the total number of bins of the five distributions
used in the fit, ⇠ = ⇠stat + ⇠syst + ⇠theo is the : ⇥ : total covariance matrix defined as the sum of the
statistical, systematic and theoretical covariances. The overflow bins for ?WWT , < 9 9 and ?

91
T are not used in

the limit-setting fit as they extend beyond the assumed new-physics scale ⇤ = 1 TeV.

The statistical covariance matrix is obtained with a bootstrapping technique and the resulting correlation
matrix shown in Figure 20. The matrix provides a measure of the statistical correlations between
cross-section bins because the same events in data will populate the di�erent observables used in the fit.

The covariance matrices for systematic and theoretical uncertainties are constructed from the uncertainties
listed in Section 7. Theoretical uncertainties are considered for the di�erent production modes using the
default SM MC simulation to estimate the e�ect of QCD scale and PDF variations, detailed in Section 8.1,
and are considered to be independent of new physics. Identical sources are assumed to be fully correlated
across bins and variables. In addition, nuisance parameters are included in the fit to account for limited MC
sample size, typically a�ecting the highest ?WWT and < 9 9 bins. In what follows, the likelihood function is
numerically maximised to determine !max and confidence intervals for one or several Wilson coe�cients
are determined via

1 � CL =
π

1

�2 ln ! (28)+2 ln !max

dG 5 (G) ,
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Summary of anomalous 
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Off-Shell Evidence & BSM Scenarios HIG-21-013
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Figure S9: Distributions of ratios of the postfit number of events in each 2`2n and 4` off-shell
signal region bin. The ratios are taken after separate fits to the no off-shell (GH = 0 MeV)
hypothesis (Nno off-shell) and the best overall fit (Nbest fit). The stacked histograms display the
predicted contributions after the best fit, and the gold dot-dashed line shows the predicted
distribution of these ratios for a fit to the no off-shell (GH = 0 MeV) hypothesis. The black
points represent the observed data. The first and last bins contain the overflow, and the black
hashed band represents the combined postfit uncertainty on the best fit. The bottom panel
displays the ratio of the various displayed hypotheses or observed data to the prediction from
the best fit. The integrated luminosity reaches only up to 138 fb�1 since on-shell 4` events are
not displayed.
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Figure S10: Likelihood scans of fa2 (left), fa3 (middle), and fL1 (right) are shown with the con-
straint GH = GSM

H = 4.1 GeV (blue), GH unconstrained (magenta), or based on on-shell 4` only
(green). Observed (expected) scans are shown with solid (dashed) curves. The horizontal lines
indicate the 68% (�2D lnL = 1.00) and 95% (�2D lnL = 3.84) CL regions. The integrated
luminosity reaches up to 140 fb�1 as on-shell 4` events are included in the fits.

Methods 23

Table S1: Summary of results on GH (in units of MeV) under different anomalous HVV cou-
pling scenarios. Tests with the anomalous HVV couplings are distinguished by the denoted on-
shell cross section fractions. The expected central values (not shown) are always GH = 4.1 MeV.
The various fit conditions are indicated in the column labeled “Cond.”, where the abbreviation
“(u)” indicates which fai fraction is unconstrained. The SM-like result is the same as that from
the combination of all 4` and 2`2n data sets in Table 1.

Param. Cond.
Observed Expected

68% | 95% CL 68% | 95% CL
GH SM-like 3.2+2.4

�1.7 |
+5.3
�2.7

+4.0
�3.48 |

+7.2
�4.065

GH fa2 (u) 3.4+2.3
�1.8 |

+5.0
�2.8

+3.9
�3.6 |

+7.2
�4.085

GH fa3 (u) 2.7+2.1
�1.4 |

+4.6
�2.2

+3.9
�3.6 |

+7.2
�4.085

GH fL1 (u) 2.7+2.1
�1.4 |

+4.5
�2.2

+4.0
�3.6 |

+7.2
�4.081

Table S2: Summary of the allowed 68% and 95% CL intervals for the anomalous HVV coupling
parameters fai, obtained from the combined analysis of on-shell and off-shell events. Con-
straints are shown with either GH = GSM

H = 4.1 GeV required, or GH left unconstrained. The
designation ‘b.f.’ stands for the best-fit value for these parameters. The expected best-fit values
are always null, so they are not quoted explicitly.

Parameter
Scenario

Observed Expected
(⇥105) b.f. 68% | 95% CL 68% | 95% CL

fa2
GH = GSM

H 79 [6.6, 225] | [�32, 514] [�78, 70] | [�359, 311]
GH unconst. 72 [2.7, 216] | [�38, 503] [�82, 73] | [�413, 364]

fa3
GH = GSM

H 2.2 [�6.4, 32] | [�46, 107] [�55, 55] | [�198, 198]
GH unconst. 2.4 [�6.2, 33] | [�46, 110] [�58, 58] | [�225, 225]

fL1
GH = GSM

H 2.9 [�0.62, 17] | [�11, 46] [�11, 20] | [�47, 68]
GH unconst. 3.1 [�0.56, 18] | [�10, 47] [�11, 21] | [�48, 75]
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Summary of results on ΓH 

Ratios of the post-fit number of events in each 2ℓ2ν 
and 4ℓ off-shell signal region bin
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Matrix Element Likelihood 
Approach (MELA) combined 

with simple NNs

HIG-20-007Constraints on Anomalous Higgs Couplings using H→ττ

3. Kinematics in production and discriminants 5

In this note, we present a search for anomalous Hgg couplings in the gluon fusion production
and anomalous HWW, HZZ, and HZg (HVV) couplings in VBF H (VBF) and associative H
production with a W or a Z boson (VH production). In addition, the Hgg measurement is inter-
preted in terms of constraints on Hff couplings under the assumption of top quark dominance
in gluon fusion. We measure a given anomalous coupling while setting the values of all other
anomalous coupling parameters to zero with the exception of measuring the CP-sensitive pa-
rameters. As CP violation in electroweak VBF and VH production modifies the same kinematic
distributions as those in the gluon fusion process, we leave both of the CP-sensitive parameters
fa3 and f

ggH
a3 unconstrained. CP violation in the decay of the H to a pair of tau leptons does not

affect the measurements of the production process, and thus we assume SM kinematics for the
H decays.

3 Kinematics in production and discriminants
When combined with the momentum transfers of the vector bosons, the five angles illustrated
in Fig. 1 provide complete kinematic information for production and decay of the H. There are

ϰ
ϰ
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7
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ϰ
ϰ
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RR@ hh

Figure 1: Illustrations of H production in vector boson fusion qq0 ! qq0H (left) and qq 0
!

V⇤ ! VH (right). The decay H ! tt is shown without illustrating the further decay chain.
Angles and invariant masses fully characterize the orientation of the production and two-body
decay chain and are defined in the suitable rest frames [24, 26].

four possible and practical ways to access CP-violating effects (or more generally anomalous
HVV or Hff couplings) using the reconstructed H ! tt events: i) correlation of two quark
jets and leptons in VBF and VH production; ii) correlation of two jets in QCD production of
the H (gluon fusion); iii) correlation of quark jets in ttH or tH production; and iv) correlation
of decay products of two t leptons. Because exotic non-zero spin assignments of the H have
been excluded [11–19, 41–46], we focus on the analysis of couplings of a spin-zero H. There are
no spin correlations between the production and decay through a spin-zero object. Therefore,
all four of the above processes can be studied independently and they target different param-
eters that are independent, even though all of them may be related to anomalous effects. This
analysis focuses on searching for anomalous effects in the topologies described as the first and
second items above. We refer to those as the anomalous HVV and Hgg couplings, respectively.
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Figure 3: Examples of data and signal and background predictions for MELA and neural net-
work discriminants in the thth and µth channels. Events passing the selections outlined in
Section 5 and allocated to the VBF category are included. Only statistical uncertainties are
shown. The expectation in the ratio plane is the sum of the estimated backgrounds and the SM
H signal. For the D

ggH
0� discriminant the distribution expected for a pseudoscalar H is over-

laid to be compared to the SM signal. Similarly, for the D
ggH
CP discriminant the distribution

for a CP-violating scenario with maximum-mixing between CP-even and CP-odd couplings
(labeled ”MM” in the legend) is shown.

Examples of data and 
predictions for MELA and 

NN discriminants in the τhτh 
and μτh channels

https://cds.cern.ch/record/2784578
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Figure 3: Post-fit distribution of the BDT response observable presented in the four |�[ 9 9 | categories of the ggF + 2
jets signal region, with signal and background yields fixed from the fit for `ggF+2jets. Data-to-simulation ratios are
shown at the bottom of the plot. The shaded areas depict the total uncertainty. The distributions of the ggF + 2 jets
and VBF processes are overlaid with their respective contributions multiplied by 50.
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Figure 4: The weighted �� 9 9 post-fit distribution in the ggF + 2 jets signal region, with signal and background yields
fixed from the fit to tan(U) using shape and rate information. Data-to-simulation ratios are shown at the bottom of
the plot. The shaded areas depict the total uncertainty.
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9 Conclusion

This article presents constraints on the CP structure of gluon–gluon fusion Higgs boson production
and on the polarisations of the vector bosons in the �++ coupling. The results are obtained using
� (! ,,

⇤ ! 4a`a) 9 9 final states in data corresponding to 36.1 fb�1 of
p
B = 13 TeV proton–proton

collisions recorded by the ATLAS detector at the LHC in 2015–2016. Total event yields as well as shapes
of selected kinematical distributions in signal and control regions are exploited.

The signal strength parameter for the ggF + 2 jets Higgs boson production mode is found to be `
ggF+2jets =

0.5 ± 0.4(stat.)+0.7
�0.6(syst.). The mixing angle for CP-even and CP-odd contributions to the e�ective

Higgs–gluon interaction is determined to be tan(U) = 0.0±0.4(stat.) ±0.3(syst.) using both shape and rate
information. These results are obtained with novel analysis techniques and complement existing studies of
the CP properties of the Higgs boson performed using CC� production.

The reported results for the VBF Higgs boson production mode include constraints on coupling-strength
form factors to longitudinally and transversely polarised , and / bosons. It is the first such measurement
of the Higgs couplings performed. In one-dimensional ML fits (where the other parameter was set to its SM
value) shape information is su�cient to constrain the coupling to transversely polarised bosons, 0T, while
to constrain 0L the information about the rates significantly improves the sensitivity. Profiling the other
coupling-strength scale factor results in: 0L = 0.91+0.10

�0.18(stat.)+0.09
�0.17(syst.) and 0T = 1.2±0.4(stat.)+0.2

�0.3(syst.),
while 0L = 1.00+0.08

�0.10(stat.)+0.08
�0.13(syst.) and 0T = 1.0+0.4

�0.5(stat.)+0.2
�0.4(syst.) are expected in the SM.

With an approximate mapping to pseudo-observables the following constraints are obtained: ^++ =
0.91+0.10

�0.18(stat.)+0.09
�0.17(syst.) and n++ = 0.13+0.28

�0.20 (stat.)+0.08
�0.10(syst.), while ^++ = 1.00+0.08

�0.10(stat.)+0.08
�0.13(syst.)

and n++ = 0.00+0.22
�0.24 (stat.)+0.11

�0.15(syst.) are expected. In this parameterisation the sensitivity to the on-shell
coupling ^++ is a�ected by the event yields, while the o�-shell coupling Y++ is sensitive to both shape
and rate information. All measurements are consistent with the expectations for the SM Higgs boson.
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25]. In the large top-quark-mass limit, <top ! 1, the CP structure of the top-quark Yukawa coupling is
inherited by the e�ective Higgs–gluon interaction [26]. Thus, constraints on BSM contributions will be
directly set on the CP-even and CP-odd coupling strength modifiers of the e�ective Higgs–gluon interaction.
The e�ective Lagrangian that describes the Higgs–gluon interaction is expressed as

Lloop
0 = �

6
�66

4

⇣
^
66

cos(U)⌧0

`a
⌧

0,`a + ^
66

sin(U)⌧0

`a
⌧̃

0,`a

⌘
� , (1)

where ⌧
0

`a
is the gluon field strength tensor, ⌧̃0,`a = ⌧

0

df
Y
`adf/2 is the dual tensor, 6

�66
is the

e�ective coupling for the SM CP-even 66� interaction, ^
66

is the coupling-strength scale factor for the
e�ective Higgs–gluon interaction and U is the CP-mixing angle. Interference between CP-even and CP-odd
contributions a�ects the shape of the signed �� 9 9 distribution, but has no impact on the cross section
of the ggF production mode, which is a function of ^2

66
cos2(U) and ^

2
66

sin2(U) only. Three benchmark
scenarios with di�erent CP properties are defined in Table 1, and the distribution of the signed �� 9 9

observable is shown in Figure 2(a) for these parameter choices.

Table 1: Definition of the three benchmark scenarios used in the ggF + 2 jets analysis. The parameter settings
correspond to a CP-even (i.e. the SM hypothesis), a CP-odd, and a CP-mixed scenario.

Scenario Parameters

CP-even (SM) ^
66

= 1, cos(U) = 1

CP-odd ^
66

= 1, cos(U) = 0

CP-mixed ^
66

= 1, cos(U) = 1p
2

The analysis targeting �++ couplings in Higgs boson production and decay uses polarisation-dependent
coupling-strength scale factors defined in Ref. [27] as

0L =
6�+L+L

6�++

, 0T =
6�+T+T

6�++

, (2)

where 6�++ is the SM �++ coupling strength and 6�+L+L and 6�+T+T are the measured polarisation-
dependent couplings.

The polarisations of the vector bosons in Eq. (2) are defined in the Higgs boson rest frame so that
mixed-polarisation couplings �+L+T do not contribute to fVBF · B�!,, . Other BSM e�ects are not
considered. Within the SM (0L = 0T = 1), the �++ couplings are insensitive to the polarisations.

Since the polarisations depend on the measurement frame, the above description is not Lorentz invariant
and as such cannot be described in the Lagrangian framework. Instead, the coupling strength modifiers 0L

and 0T can be related to pseudo-observables (POs) [28]. The POs considered in this article appear as ^++

and Y++ in the e�ective Lagrangian

L = ^++

 
2<2

,

E
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`
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�` +
<

2
/

E

�/`/
`

!
� Y++

2E

⇣
2�,

+
`a
,

�`a + �/`a/
`a + ��`a�

`a

⌘
,

where in the SM ^++ = 1 and Y++ = 0. The universality of Higgs boson interactions with longitudinal ,
and / bosons follows from assuming custodial symmetry (see Eqs. (33) and (35) in Ref. [29]), no new
physics in the boson–fermion couplings , 5 5 and / 5 5 , and a CP-even Higgs boson with CP-conserving
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values observed in the data are consistent with the SM predictions within the 68% CL, while |^
66

cos(U) |
values above 1.6 and |^

66
sin(U) | values above 1.1 are excluded at 95% CL.5

Table 6: Post-fit event yields in the signal and control regions obtained from the study of the signal strength parameter
`

ggF+2jets. The quoted uncertainties include those from theoretical and experimental systematic sources and those
due to sample statistics. The fit constrains the total expected yield to the observed yield.

Process Top CR ,, CR / ! gg CR SR
ggF + 2 jets 20 ± 20 < 0.1 10 ± 10 60 ± 80

ggF + 0/1 jets 4 ± 1 < 0.1 3 ± 1 40 ± 20
VBF 8 ± 1 < 0.1 7 ± 1 70 ± 10

Other Higgs 6 ± 3 2 ± 1 20 ± 10 30 ± 10
CC̄, ,C 17800 ± 200 3100 ± 500 390 ± 60 2300 ± 300
,, 180 ± 80 1400 ± 500 200 ± 70 1200 ± 400

/ + jets 220 ± 30 16 ± 3 1960 ± 70 1000 ± 100
, + jets 600 ± 200 140 ± 30 90 ± 20 390 ± 80

Non-,, dibosons 40 ± 30 100 ± 30 120 ± 50 240 ± 80
Observed 18886 4778 2800 5209
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Figure 5: Expected and observed likelihood curves for scans (a) over tan(U) where only the shape is taken into
account in the fit, and (b) over tan(U) when both shape and normalisation are used.

5 Precise measurements of the inclusive ggF cross section give tighter constraints on the individual parameters [86], due to its
dependence on ^

2
66

cos2 (U) and ^
2
66

sin2 (U).
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Figure 3: Post-fit distribution of the BDT response observable presented in the four |�[ 9 9 | categories of the ggF + 2
jets signal region, with signal and background yields fixed from the fit for `ggF+2jets. Data-to-simulation ratios are
shown at the bottom of the plot. The shaded areas depict the total uncertainty. The distributions of the ggF + 2 jets
and VBF processes are overlaid with their respective contributions multiplied by 50.
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Figure 4: The weighted �� 9 9 post-fit distribution in the ggF + 2 jets signal region, with signal and background yields
fixed from the fit to tan(U) using shape and rate information. Data-to-simulation ratios are shown at the bottom of
the plot. The shaded areas depict the total uncertainty.
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• Likelihood scan where only the shape of the ΔΦjj 

distribution is fitted 

• Weaker constraints on tan(α), but smaller sensitivity to 

CP-even components - thus, more model-independent 

probe of CP violation
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values observed in the data are consistent with the SM predictions within the 68% CL, while |^
66

cos(U) |
values above 1.6 and |^

66
sin(U) | values above 1.1 are excluded at 95% CL.5

Table 6: Post-fit event yields in the signal and control regions obtained from the study of the signal strength parameter
`

ggF+2jets. The quoted uncertainties include those from theoretical and experimental systematic sources and those
due to sample statistics. The fit constrains the total expected yield to the observed yield.

Process Top CR ,, CR / ! gg CR SR
ggF + 2 jets 20 ± 20 < 0.1 10 ± 10 60 ± 80

ggF + 0/1 jets 4 ± 1 < 0.1 3 ± 1 40 ± 20
VBF 8 ± 1 < 0.1 7 ± 1 70 ± 10

Other Higgs 6 ± 3 2 ± 1 20 ± 10 30 ± 10
CC̄, ,C 17800 ± 200 3100 ± 500 390 ± 60 2300 ± 300
,, 180 ± 80 1400 ± 500 200 ± 70 1200 ± 400

/ + jets 220 ± 30 16 ± 3 1960 ± 70 1000 ± 100
, + jets 600 ± 200 140 ± 30 90 ± 20 390 ± 80

Non-,, dibosons 40 ± 30 100 ± 30 120 ± 50 240 ± 80
Observed 18886 4778 2800 5209
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Figure 5: Expected and observed likelihood curves for scans (a) over tan(U) where only the shape is taken into
account in the fit, and (b) over tan(U) when both shape and normalisation are used.

5 Precise measurements of the inclusive ggF cross section give tighter constraints on the individual parameters [86], due to its
dependence on ^

2
66

cos2 (U) and ^
2
66

sin2 (U).
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