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ATLAS Inner Detector Trigger Tracking in A Nut Shell

ATLAS Inner Detector (ID) Track Reconstruction in High Level Trigger (HLT)

The ATLAS Inner Detector tracker

comprises three different detectors: A > Rol (Region of Interest) derived from the
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High pile-up tracking in Run-2

Trigger Tracking Performance in Run-2

The Run-2 ATLAS Trigger system [1] consists of two level: Level 1 and High Level Trigger (HLT)., which is merged from the dedicated L2 Trigger and EF
part. The L1 accepted rate is 100 kHz, while the HLT will reduce this to an average of 1 kHz and the averaged process time is 200ms per event. The
tracking efficiency for leptons are close to 100% over the whole pile-up range.
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<p> Pile-up <p>

What’s going on in Run-3 high pileup tracking?

Tracking Speed-up with Dynamic Rol Z-width

Pile-up <p>

Fullscan Tracking in Run-3
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A more powerful HLT farm will be In order to store more physics ideas, we need to speed up 5| s mmnprniay g :
available in Run-3. which allows the the fullscan tracking to save more CPU time. In Run 3, the £ 1 Bean Spread i zDirecion, = 437 15
HLT to process 8-% 8 kHZ particle z-direction beam spread (o) is expected to be within 37mm e To 5
flow. ATLAS plans to use the HLT to to 43mm and the default half Rol z width is 225 mm. Thus B : ] 3
‘un i:uIIScan tracking for all Jet and we can .change .the z-w.idth.to be 3o, ac;cording to the begm 0.96]- —50.8
Missina-E+ (MET) tri T, spread information. This will be dynamically updated during i , : b7
g-E7 (MET) triggers. To . . . 0,041
improve physics performance, we the data-taking. The plot on the right [2] shows the dynamic S o i E
need to speed-ub the CPU times z-width can avoid scanning unnecessary region to save at 00nl s , w o
P P ' least 30% CPU cost. 100 120 140 160 180 200 220

z Window Half Width [mm]

Tracking Speed-up with Seed Generation Optimization
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Summary

In Run-2 the ATLAS ID Trigger achieve close to 100% efficiency in lepton tracking over the whole pile-up ranges. In Run-3, with the more powerful
HLT farm, FullScan tracking will be available for all Jet and MET triggers. Several tracking speed-up algorithms are implemented to save CPU time for
the FullScan tracking.
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