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H-LHC schedule

LHC

HiLUM

LARGE HADRON COLLIDER

HL-LHC

EYETS Ls2

13 TeV 13.6 TeV
Diodes Consolidation
8 TeV splice consolidation cryolimit LIU Installation . .
7 TeV € button collimators interaction inner triplet
L6V — R2E project reglons Civil Eng. P1-P5 pilot beam radiation limit

2011 2012 2013 2014 | 2015 2016 2017 2018 2019 2020 #
ATLAS - CMS

experiment upgrade phase 1
beam pipes ) ) ) .
nominal Lumi 2 x nominal Lumi ALICE - LHCb | 2 x nominal Lumi |
75% nominal Lumi upgrade

— -

*  Up to 200 events per pp bunch-crossing

HL-LHC
installation

2022 2023 2024 2027 2028 2029 IIIIIII

ATLAS - CMS
HL upgrade

13.6 - 14 TeV

Energy

5 to 7.5 x nominal Lumi

o,

integrated JEAUUURIR
luminosity [EHON{ R

*  total pp-dataset of up to 4000 fh~* <
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ATLAS in the HL-LHC

ATLAS preparations for the HL-LHC:

- New sub-detectors are being introduced: Inner Tracker (ITk) and High Granularity Timing Detector (HGTD) and a small number of Muon chambers

Electronics-only upgrades for other sub-detectors

* Detector system

Upgrade scope

, ITk Pixel Detector
New tnner tracker
ITk Strip Detector

Higher radiation tolerance, .
., X X LAr Calorimeter
providing full granularity data to the triggers {Tile Calorimeter

Extra pile-up mitigation

tmproved trigger coverage

{/Iuon Spectrometer

Discussed in this presentation _@AQ

*Other forward detectors (LUCID, ZDC, AFP/ALFA) are not mentioned here, Yet are included in the ATLAS wpgrade plan

Sensors, modules, mechanics,
FE electronics
Sensors, modules, mechanics,
FE electronics

Low gain avalanche detector
technology

FE and BE electronics
Mechanics, FE and BE
electronics

FE electronics
Inner Barrel MDT chambers
Inner Barrel RPC stations

On-detector readout and
trigger electronics



Impl[aat[ow on TDAR

Detector system | Upgrade scope
J TDAQ On-detector readout and
JS— trigger electronics

High luminosity & pileup ({¢)~200 vs 60)
- =2 need to ‘scan’ more complex events
Accommodating the new subdetectors: ITk, HGTD
- =2 support the sub-detectors electronics constraints (e.g. no. of channels to read-out)
Full granularity to the LOTrigger provided by the detectors (LAr, Tile, Muon System)
- > exploiting the data for better triggering while dealing with bigger event sizes (4.6 vs 2 MB)
Identification of low pT objects is still required
- =2 maintaining low pT threshold in the trigger menu
Would need to deal with an order of magnitude higher data volume through the system

- maintaining low trigger rates in order to keep only relevant events
R. Kopeliansky — Lepton Photon - July 2023
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The Phase-1l TRPAR upgrade would enable Loweriing the
single Lepton Level-o threshold to 20 Gev from 50 Gev

(the projected threshold without the upgrade).
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TDAR Phase-lI
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- 3 systems:

- Level-o Trigger
-  DAR (Readout § )

- Bvent Filter

[ Inner Tracker ] [ Calorimeters ][ Muon System ]
A Aot A :

LOMuon

[Sector Logic

Barrel NSW Trigger
Processor

[

Sector Logic

Endcap MDT Trigger
Processor

[ Data Handlers ]
v
[ Dataflow ]
v i

Event Filter
Permanent

<€+ LO trigger data (40 MHz)
<~ = L0 accept signal

<— Readout data (1 MHz)
<~ - EF accept signal

C: Output data (10 kHz)

Qperation model:

Data flow from the detectors and into the LOTrigger systems - at ¢o M=

The LOTrigger: within 10 ys (2.5 s todayy)
—> identifies physics objects and calculates event-level physics quantities
— forms Trigger Objects (TOBs)
- makes trigger decision - LOAccept (LOA)
— sends back to the detectors LOA — signals

* Complete event-data from the detectors & triggers are then transmitted through the Readout &
systems for formatting & buffering, etc... and eventually into the Event-Filter — 4t z M#+H=
(100 kH= todag}

* The Event Filter performs reconstruction & selection of the events. The events that passed the Event
Filter trigger decision (+.& MEB vs 2 MB todal) will be transferred to permanent storage of the
ATLAS offline computing system - at z0 ktH=z (= k+H= t'odﬂg)



Lo Trigger

Composed of 4 main systems:

- LOCalo

-  LOMuon & MUCTPI

- Global trigger

- Central Trigger Processor (CTP)

[ Calorimeters ] [ Muon System ]
Super Cellsi EC:e":S E oL -
| fowers | LIITTTT3f b MuonTrgger Primifves «  ATCA-based architecture:
5 gTowers E E P
- (2 T *  FPGAs used for running algorithms
' Processor . . .
! * Data I/0 Via optical links at 9-25 Gb/s
eFEX| | jFEX | [gFEX| | fFEXV] | Barrel MDT Trigger Endcap
Sector Logic Processor Sector Logic

| Muon Track Candidates o Fuwctiowa Liatl/] .

TOBs
* Identifying physics objects (e, y, T, jets . ,
" Giobai Trigger |- ToBe fying phy ! (e.v. %] .) Form Trigger Objects
- * Calculates physics quantities (e.g. E7**%° (ToBSs)
orp :Tultiplicities

J
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Composed of 4 main systems:

LOCG/O [ — Calorimeters — ]
LOMuon & MUCTPI Super Gels: ]Towers it
Global trigger - gTowers |

Central Trigger Processor (CTP)

eFEX| | JFEX | |gFEX| | fFEX

TOBs

Y.VYY

Loca Lﬂ \ 4

T — ~
i Muon Trigger Prirhitives T
L X,
[

T LOMuon '9
50 ° NSW Trigger g
. Processor
1 oo 3 Byorooes o
; : -V _________ v __- V l
Barrel MDT Trigger Endcap
Sector Logic Processor Sector Logic

Global Trigger

CTP

Composed of 4 Feature EXtractors (FEXs)
electron-FEX (eFEX), jet-FEX (jFEX), global-FEX (gFEX) and forward-FEX (fFEX)

*Mostly Phase-I legacy:

Upgraded firmware for phase-Il algorithms
*Additional trigger coverage — fFEX

Inpucts to the algorithms

MUCTPI

TOBs

Muon Track Candidates

CERN-LHCC-2017-020

T L LA R LR LR
ATLAS Simulation
10°F Ys = 14 TeV, <u>=200 E
:++ « Phase-1 Selection using eFEX ]
R + eFEXplus E _ in Global .
- T, « eFEX pIusE o and Topoclustet
= P - 4
e, e, Isolation in Global
e -
c AR ‘e, ]
- 3t ey ]
L % ++.’._’_+ 4
I M +
TP BN ETETETErE TR **.&
20 25 30 35 40 45 50

Online Electron p_ Threshold [GeV]

*Use coarse-granularity calorimeter data

*The fFEX will use full-granularity
Identify physics objects (e, y, T, jets) and calculate EJ%SS

Final Trigger Objects are sent to the Global Trigger for further processing

multiplicities
Combined selections of eFEX and global reduces
—> the trigger rates for the essential low pr
thresholds
Subsystem Trigger Object Approximate Granularity Coverage |n|
eFEX eyt Super Cells (10 in 0.1 x 0.1) <25
) 0.1 x 0.1 <25
JFEX T, jet, Emiss 0.2 x 0.2 25-32
~ 04 x 0.4 32-49
gFEX Large R jet, Eiss 0.2 x 0.2 <49
04 x 0.4 32-49
fFEX ey Full detector EMEC, HEC, FCal 25-49
jet Full detector FCal 32-49
8
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Composed of 4 main sy stems:

LOMuown § MUCTPI

CERN-LHCC-2017-020

= LOCG/O [ Calorimeters ] [ Muon System ] 5 77 7 B
- - - — . — E - v y oy b e 4y

= LOMUO” & MUCTPI Super Cells- :CFIES: ___________ ) i P § 09; ; :.‘:..‘."“ - =
_ ; Y Tow P roooneTT {  Muon Trigger Primifivesi = 08F .. =
Global trigger . JTowers | --o : - g .  ATLAS Simulation E

i : : gTowers 0.7 . ) =

- Central Trigger Processor (CTP) — 7 0.6E- o Q>=0, <24, pi*>20 GeV
§LoCang : -NSW Trig -‘a E . E

: : Processor 0.5F * Phase-Il RPC or TGC E

Y Y Y A 0.4F ® Phase-ll (RPC or TGC) & MDT —

MDT-TP Commano Module : g . ase-ll (RPC or TGC) :
eFEX| | iFEX | |gFEX| | fFEX Barrel MDT Trigger Endcap 0.3 . =

Sector Logic Processor Sector Logic ) 0 2; . .

Muon Track Candidates 0-1; o ;' é

TOBs OF cocceee® . . . . 1 . .11

0 10 20 30 40 50

Offline P, [GeV]

LoMuon + MUCTP! |

neluding MPT info Ln the Muow triggers:

v —» - provides better sensitivity to muon candidates
ltipliciti , . ; : .
cTP [T - while still keeping the trigger eff. high

- *Upgraded muon trigger system, composed of 4 trigger-processors (TP)

RPC (Resistive Plate Chambers) Sector Logic (SL), TGC (Thin Gap Chambers) SL, NSW (New Small Wheel) TP as legacy, with new design

- *MDT (Monitored Drift Tube) are the precision muon chambers, their TP is a new addition to LOMuon (further details in G. Loustau’s poster) Sector-Logic prototype
- Receive full granularity data inputs from: | Subsystem | Granularity | Coverage |7] |
- all Muon subsystems NSW processor Full NSW detector 13-24
) bset of Tile data MDT processor Full MDT detector <24
su Barrel Sector Logic Full RPC and Tile, MDT <105
Endcap Sector Logic | Full TGC, Tile, RPC, NSW, MDT | 1.05—24

- Higher quality trigger candidates due to:

- The MUCTPI (Muon to CTP Interface) combines information for final refined selection

Increased detector acceptance (additional RPC chambers providing further hits)
Additional processing of the MDT data, seeded by both barrel & end-cap information, forming pattern recognition & tracking

Legacy hardware with upgraded firmware (additional blade for Phase-Il is being considered)
Forming final TOBs sent to the Global Trigger for further processing 9
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Slobal Trigger

Composed of 4 main sy stems:

Muon Track Candidates

TOBs

- LOCalo \ ] [ ]
Calorimeters Muon System
- LOMuon & MUCTPI — : —r :
. Super Cells: :C,e”,S: ___________ R

- G/Oba/ tl’lgger jTovérers ] _'-_-_1'-_-_-_-_-_-:_ T _E E Muon Trigger Prirpifives;
- Central Trigger Processor (CTP) L L glpwes

‘Localo’ ! ! LOMuon NSW Trigger GeM (Xilinx Us+) prototype

E E T Processor I _ -

Yy v Yy v R e e
eFEX| | IFEX | |gFEX|| fFEX] | | Barrel H MDT Trigger H Endcap
1 | | Sector Logic Processor Sector Logic

Global

Ay

* Receiving information from the Calorimeters, LOCalo and MUCTPI at a
total input rate of 50 TB/s
* Composed of 3 main components, (same hardware platform): multiplicities
- MUX - time multiplexing serial inputs:
- LOCalo systems
- Calorimeter pre-processors
- MUCTPI
- GEP (Global Event Processor) — execute “offline-like” processing
algorithms, running on state-of-the-art Xilinx Versal Premium FPGAs :
- Topological clustering
- Sophisticated pileup subtraction
- Anti-kT jet finding
- Machine Learning techniques usage
- Refined candidate (e, y, T, jets) identification Global Tn'gger
- Topological selections to TOBs TDAQ
- CTPinterface - routes the results to the CTP and generates TTC signals
(see next slide)

A

Cells
_r
| Muons |

Global Event Processor
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Central Trigger

Composed of 4 maLn systems:

LOCalo

LOMuon & MUCTPI

Global trigger

Central Trigger Processor (CTP)

CTP

The last step of the LO processing chain

Interface with the LHC for reception the beam timing signals
Receive inputs from:
- Global trigger

- MUCTPI
- \Various forward detectors

Functionality:
- Align & combine digital trigger inputs (1024 vs 512 now)
- Makes final LOAccept decision (considering trigger menu configuration, prescale
factors and dead-time)
Transmits to the ATLAS subdetectors via the Trigger, Timing and Control system (TTC):
- The 40 MHz beam synchronous clock
- The LOA signal with fixed latency

Muon Track Candidates

[ Calorimeters ] [ Muon System ]
. H H Tt H
SuperCells: ey ey (Cellsy R
: jTové'ers 3 LoSnLLTT _E E Muon Trigger Primitives
. . 1 1
gTowers ! -
. . : : ! L
[ 1 0 : N
ELOCan : : ' 3k LOMuon NSW Trigger
- : s ' ok Processor
VARG JRNUI N 2 ) AR SRR
eFEX| | JFEX | |gFEX| | fFEX] | Barrel MDT Trigger Endcap
' | | Sector Logic Processor Sector Logic
1

TOBs MUCTPI
3 TOBs
2| Gilobal Trigger
ultiplicities
CTP 7
— DCs
e
FELIX Server Y E J
Sl = - Ctl. & Cfg.
Detector FELIX 1O card
Specific
Electronics L

J

FELIX VO card

e LTI P2p

<«—> Front-End links
«~—> P2P links
> Multi-Gigabit network

The Local Trigger Interface (LT1) provides an interface for the TTC signals
between the CTP and subdetector front-end electronics via FELIX (see next slide)

11
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DAR: Readout § Dataflow

Composed of 3 main systems:

Detector 0 Tri Monitoring, Control and
- FELIX EfctroArIics ] [Leve'OT"gge'] < Configuration

- Data Handlers N ! <= - L0 accept signal
: €= Readout data (1 MHz)
- Dataflow = '
| oorreeneenneenenennnens Q‘\ FELIX
D Commodity
D CEETTETTPRTTETTLREY LD Data Handlers Pc Sﬂl’l/ﬁ}’s

o

g Dataflow

s {

[ ( ..................... Event Storage Event

_E Builder Handler ||Aggregator

= — = Data Handlers

- Receive the data from the subdetectors over the
network at 1 MHz

- Total bandwidth of 4.6 TB/s

FELIX (FLX-122) prototype

\ 4

- Performs data formatting before sending to the
dataflow system

- Subdetector-specific data preparation

FeLrlx

- Front-End Link eXchange (FELIX):

- provides common interface between the subdetectors and the DAQ system J - Buffers, transports, aggregates & compress event data

- Composed of:
- PC hosting custom FPGA /O cards pataflow | - Data buffering before/while/after Event-Filter decision
- Functionality: - Provides access to the event data

- Propagating trigger & command signals (i.e LOA, TTC) to the subdetectors

- transfers data to permanent storage

- Transmits the full detector data up to the DAQ system

R. Kopeliansky — Lepton Photon - July 2023 12



Event Filter system: 5\/8 V\'t FL »tBV

- Processor Farm v <— Readout data (1 MHz)
Dataflow <~ -EF accept signal
r 4: Output data (10 kHz)
Event Storage Event
[ Builder ][ Handler ] Aggregator]
A
1
\ A
Event Filter ) CERN-LHCC-2022-004
Permanent
Storage — 400 —— —— —— —— ——
P E T T " T -
@es”@ 3 - ATLAS ITk Simulation ]
2, o 350 —
E’_ F —%— Default Reconstruction, ITk Inclined Duals B
% 300 ? —&— Fast Reconstruction, ITk-22-02-00 Layout E
§ 250 —
) Processor Farm 8 s ]
Event Filter (EF) J x 200F E
® = 3
o . . . o — =]
- Recent change in strategy: moved from custom-hardware tracking to a full commodity solution 2 150; ]
100f- -
- A heterogeneous system integrating multiple types of computational units F 3
50__ i
_ o _ q q 9 Q 0_ Ty L R T R T T e L e e T e T T St B St ]
Commodity CPU-server farm with accelerators (FPGAs, GPUs) is being considered ’ 0 50 100 150 500 550
- Final technology choice (CPU/FPGA/GPU) will be made in 2025 after a program of demonstrators W
- 1 MHz data input rate from the DAQ system
- Runs event reconstruction algorithms (~ offline reconstruction quality) 1
- Integration with A Common Tracking Software (ACTS) , ,
CPU-usage comparison for track reconstruction as a
- Examples for potential reconstruction elements under study: function of average pile-up, using: the tracking
- EF tracking: track reconstruction using ITk seeds and extrapolation of hit patterns using Neural Network software available at the beginning of Phase-1l planning
- EF Calo: topological clustering using accelerators and machine-learning algorithms (R017) vs upgraded software prototype (2022)
- EF Muon: muon reconstruction using machine-learning based algorithms on NSW information
- Final event selection (according to the trigger menu) should be at maximum 10 kHz rate

R. Kopeliansky — Lepton Photon - July 2023 13
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ﬁ ﬁﬁh [ 1 1 | 4’*‘;% H

[ Inner Tracker ] [ Calorimeters ][ Muon System ]
H : A

TDAQ is being extensively upgraded to enable the ATLAS HL-LHC physics program:

Benefit from conclusions deduced from previous runs along with the current Phase-l upgrade experience
Combine information with the LOGlobal trigger for refined selection and trigger rate reduction
Implement sophisticated algorithms for better triggering & reconstruction

Improve reconstruction and reducing event rates by:
* Increase detector coverage and high granularity data events (e.g. RPC, fFEX)
* Including more subdetectors information at the trigger level (e.g. MDT, NSW)
*  Heterogeneous commodity system allowing usage of advanced technologies for high performance
reconstruction (e.g. EF)

Status & Plans:

All requirements on TDAQ have already been evaluated and the developments are in advanced stages
Prototypes hardware produced for ~all systems. More advanced versions on the way

Firmware development well advanced
Beginning integration tests between systems

R. Kopeliansky — Lepton Photon - July 2023
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LOCalo

LOMuon

Barrel NSW Trigger
Sector Logic Processor

wcm |
Ce | &

Endcap MDT Trigger
ector Logic Processor

Global Trigger

r
1
1
1
1
1
1
1
1
1
1
fFEX
1
1 :
1
1
1
1
1
1

Event
Processor

[ Data Handlers ]

v

Dataflow

<+ LO trigger data (40 MHz)
<~ - L0 accept signal

<«— Readout data (1 MHz)
<~ - EF accept signal

4: Output data (10 kHz)

) \

Event Storage Event
Builder Handler Aggregator

A
I
Event Fllter -
Storage
Processor Farm g
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ATLAS in the HL-LHC

- ATLAS preparations for the HL-LHC:

- New sub-detectors are being introduced: Inner Tracker (ITk) and High Granularity Timing Detector (HGTD) and a small number of Muon chambers

providing full granularity data to the triggers

Electronics-only upgrades for other sub-detectors

* Detector system

Upgrade scope

CDS Reference

, ITk Pixel Detector
New Lnner tracker
ITk Strip Detector

Extra pile-up wmitigation {GTD

Higher radiation tolerance, {L Ar Calorimeter

Tile Calorimeter

lVWPYO\/Cd trigger coverage —ﬁ’[uon Spectrometer

Discussed in this presentation @AQ

*Other forward detectors (LUCID, ZDC, AFP/ALFA) are not mentioned here, yet are included in the ATLAS upgrade plan

Sensors, modules, mechanics,
FE electronics
Sensors, modules, mechanics,
FE electronics

Low gain avalanche detector
technology

FE and BE electronics
Mechanics, FE and BE
electronics

FE electronics
Inner Barrel MDT chambers
Inner Barrel RPC stations

On-detector readout and
trigger electronics
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CERN-LHCC-2017-021

CERN-LHCC-2017-005

CERN-LHCC-2020-007

CERN-LHCC-2017-018

CERN-LHCC-2017-019

CERN-LHCC-2017-017

CERN-LHCC-2017-020

CERN-LHCC-2022-004
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https://cds.cern.ch/record/2285585?ln=en
https://cds.cern.ch/record/2257755?ln=en
https://cds.cern.ch/record/2719855?ln=en
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Rate [kHZz]

—
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102

Swngle electron trigger rates as a function of leading electromn pr

CERN-LHCC-2017#-020
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ATLAS Simulation
¥s = 14 TeV, <u>=200 =

.- e Phase-1 Selection using eFEX ]
— ... . —
- . e eFEX plus Eraﬁo in Global -
o e « eFEXplus E _ and Topoclustet
- - . . ratio i
>t e <+, Isolation in Global
"'I-o- "'-o-_.-
- -, -, -
- R S e ]
- *xx . ;

T

20 25 30 35 40 45

¥
50
Online Electron P, Threshold [GeV]

" including Epqeio reduces the rate by 50% at 20 gev

Eratio - usage of the 15¢ Layer of the LAv, that is not available in
eFEX but will be available tn global

E o Ehighest energy cell — Ean local maximum energy cell
rabio —

Ehighest energy cell +E 2nd local maximum energy cell

v ncluding Erqrio+ topocluster isolation reduces the rate by ~70% at 20 Gev
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