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Groupdisk

Number of sites for each group space
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Group # Group #
DATAPREP 1 PHYS-BEAUTY 6

DET-INDET 3 PHYS-EXOTICS 8

DET-LARG 1 PHYS-GENER 3

DET-MUON 3 PHYS-HI 4

DET-TILE 1 PHYS-HIGGS 10

PERF-EGAMMA 8 PHYS-SM 18

PERF-FLAVTAG 6 PHYS-SUSY 11

PERF-IDTRACKING 5 PHYS-TOP 14

PERF-JETS 10 PROJ-SIT 1

PERF-MUONS 9 SOFT-SIMUL 1

PERF-TAU 5 TRIG-DAQ 7
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Groupdisk
The Facts:

• Groups have bits and pieces of spaces (eg. 10 x 50 TB)

• Groups manage each of the many spaces with each quota

• Groups define group tasks specifying the destination(s)

• Problems in accessing data placed at a single site in downtime

Wishes from group space/production managers:

• Less number of spaces to manage

‣ 2x 200 TB + 1x 100TB (or 1x 500 TB) rather than 10x 50 TB

• or, Auto-selection of destination 

‣ rather than checking each free space and changing the destination 
manually

• Auto-triggering of additional replicas of datasets used often

Some sub-groups would like to have their group spaces at their 
local sites
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What we can/should offer?
Global quota over “Tier-1s”

• each T1 (potentially) hosts every group

• each group has a global quota over the Tier-1s rather than a quota at each 
Tier-1

• ddm chooses the destination Tier-1 (not the groups)

same for “Tier-2s” ?

• depends on the policies on the usage of Tier-2 disks

Quota at “specific” Tier-2s

• for some (sub-)groups with “local” access to the sites.

• groups choose the destination (no automation in ddm)

• less global quota (over Tier-1s)

same for Tier-1s ?

• local Analysis Facility at some Tier-1(s)...

Option to specify "where" and "how many" replicas

• "where" = {T1s, T2s, specific sites}
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What we can/should offer?
PD2P for group data

• when the data is at Tier-1s.

‣ not the Tier-2s?

• confined within the cloud?

• global quota per group over “Tier-2s”? 

‣ or let the popularity decide the share?

• overall quota on sum of group data to protect data/
mc spaces? 

‣ or let the popularity decide the share?

5



Group/User space - I. Ueda   (ADC retreat, 2011.02.02.)

What we would need
DDM endpoints = GROUPDISK

• (N-T1s + N-T2s) x N-Groups = too many

• sub-spaces with quota = new development in ddm

PD2P for group data

• treat AP and GP separately or not?

‣ how to treat “group*” data (= without GP flag)

‣ pathena should put GP flag for “group*” data ?

•
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User spaces
User Space

• ScratchDisk

• LocalGroupDisk

Global user quota?

• For users occupying large space at many sites

‣ declined at a S&C workshop

• LocalGroupDisk within a country?

• Less management load than quota at each site

Sub-Space for users?

• Probably useful in managing localgroupdisk
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Groupdisk
http://bourricot.cern.ch/dq2/accounting/group_reports2/
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