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Tier-0 Job Processing

• Fully automated, data driven
– Processing chain usually starts with SFO/Tier-0 DB handshake

• RAW dataset and file creation
– Manual sign-off also possible
– New tasks down the chain created when their input datasets become available

• System based on ProdSys components and architecture
– ProdDB
– TOM processes create tasks, jobdefs, output datasets
– Supervisor/Executor (Eowyn/TZex) process responsible for

• jobexe record creation
• Job submission, running, validation, retrying, post-processing, …
• Bookkeeping with ProdDB

• Task configuration via AMI tags
– Self-contained and sufficient (reproducibility!)
– Users/clients define the AMI tags and configure Tier-0 processes
– Tier-0 processes look up AMI at start-up and after configuration update

• Flexible - releases can be used as soon as they have been built on AFS
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Tier-0 Monitoring

• See presentation by Tomáš Kubeš at Monitoring Workshop of last
S&C Week
– Advanced, comprehensive, powerful system
– https://atlas-tz-monitoring.cern.ch/

• Fast and easy overview of the whole processing chain
– Job, task and dataset level monitoring
– Web interface for interventions by shifters and experts


