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Introduction

 Aim of this talk

— Introduce basic concepts of Trigger and Data Acquisition
(DAQ)
e Mostly in the context of large HEP (LHC) experiments
* Focus on technical more than on algorithmic aspects of Trigger
— Followed up by

* Description of DAQ/Trigger designs used by the LHC experiments
— Focus on new upgrades for Run 3 (2022 +)

* Discussing future/evolution of Trigger and DAQ systems
— Through High-Luminosity LHC upgrades (~ 2029 +)




Largest HEP experiments
 LHC —short introduction

— superconducting dipole ring: 27 km circumference
— proton-proton, proton-Pb and Pb-Pb collisions
— collision energy: sgrt(s) 14 TeV (design), achieved: 13 TeV

— 4 |arge detector experiments
 State of art detector, data acquisition and trigger hardware




Data collection problem
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* Filtering, reading and storing of interesting collision data
—>Role of the Trigger and Data Acquisition System and Trigger




Trigger

* Detector
— Device capturing events

— Event: e.g. proton-proton
collision that we want to record

* Triggering

— a process to rapidly decide if you
want to keep data recorded by a
detector

— Separates interesting events
from background

e Reason to use trigger

— Not all data is interesting
* Too high rate to keep all of it
— Filtering beneficial in reducing
event rate for
* read-out from detector
* Storage

* Less data volume to process and
analyze later (“offline”)




Trigger example osulloscope
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Trigger example — CMS ECAL

CMS ECAL VFE card LVRB FE card

5x5 cryst

FED (front-end)
on-detector

block Strip FENIX ASICs :
electronic
TPG FENIX ASIC modules
DAQ FENIX ASIC
GOL mezzanines .
TP link DAQ, Trigger &
DAQ link control digital
Slow:f fast control links
\,\\\\\5 =L | -
<IN e Trigger Discriminator
path
readout [ Thr. —, 1
Sgrol| | J\ 40 MHz L
Charge Yoltage  Bigger Voltage discriminator
Pulse Pulse Pulse
Frontend — amplification, digitization Data path readout

100 kHz-> DAQ



Trigger efficiency

High efficiency - capture high fraction of signal ‘events’

- Achieve low deadtime - time when trigger is busy
—> potentially lost for data acquisition due to inability to trigger

R, =average trigger rate (target) Fraction of captured
R, = readout rate events:

T, = processing time of one event Row |
Fraction of lost events: R, * T, Rin 14 Rin*To

Rout= (1 B Rout * Td) * Rin

Td=ls

forT,=1s—
maxrate=1Hz

High efficiency: R,/ * T, << 1

Important: fast decision

Rin(Hz)




span many orders of magnitude

Huge rate of mainly “uninteresting”
collisions
— Low p,/E;

— Dominated by inelastic pp scattering
— Only interesting to keep in smaller
quantities (low-E; physics, cross-

checks, calibrations etc.)

Phy5|cs production at LHC

Cross sections of processes at LHC (pp)
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Trigger — modern particle experiments

e Small intervals between
collisions event g

. - B
— Appear when particle bunches e
cross each other (bunch-crossing) — s
Bunch .%};f n : :\t_ > 'f{{ .
* LHC: o
— 40 MHz pp crossing rate
- 25 ns spacing between LEP e e* crossing rate 45 kHz, Luminosity 7 103! cm2 s-1
potentially triggered events Iz i Je P

(bunch collisions)

— In special periods, lower rate (50 T
kHz) of lead-ion collisions

SPS collider p p. 285 kHz, Luminosity 3 1022 cm2 s

HEEEEEEEEREE

Tevatron p p. 2.5-7.6 MHz, Luminosity 4 1032 ¢cm2 s-1
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=
—
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* Trigger requirement

— decision needed every 25 ns , LT S A R

« Commonly using dedicated
electronics (e.g. using FPGA chips)

« Typical latency (T9) ~ in
microseconds

— electronics + cabling



Trigger delay

Trigger

Kf Discriminator

* Delay

— Stores previously
recorded signal

— Analog or digital (buffer)

— Solves deadtime issue
with event rate >>1 /T,

— Compensates for trigger
latency
e Multiple sequential
events ‘stored’ (queued)
while their trigger
decision is being
evaluated

— Implemented in
hardware installed on-
detector

* radiation-resistant
electronics (LHC)



Fast links

Front-Ends

Start ADC

Trigger — real life
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detectors

digitizers

front-end pipelines

D

Digital delay Mux

AL IPELINE

ADCs

* Digital pipeline — result stored in RAM
(on-detector)
— More modern approach than analog delay




Multi-layer triggers LHC:

| . 40 MHz
* Adopted in large experiments Interaction rate

— Allows faster decision early on detectors

» faster reduction in accept rate and data 2
bandwidth l

* more complex (slower) analysis and filtering late ‘ o
on preselected events LVI front-end pipelines

ms é

digitizers

AY

V2 readout buffers
ms . 100
7 ,i kHz
< switching networks
< |

Level-1 Level-2 Level-3 Analysis

ATLAS S

> few
CMS 2
disk  KHz
ALICE Oor1l
LHCb 2



Synchronous trigger and readout

* System phase-locked to a clock

. C 4 — Such as coincidence with bunch
J 4 ¢ crossing
( Timing

Beam crossing

— all data moves at clock steps

— Data in pipelines either discarded or
sent forward

— No deadtime
* Fixed / deterministic latency behavior
(decision guaranteed in time)
— Disadvantages

* Expensive hardware (customized, high-
frequency, phase-locked)

* Complex synchronization and alignment
across the whole detector

Abort 1

v Trigger
Discriminator

EO Full -

‘ Busy Logic

Data ready DAQ - decoupled via buffering (FIFOs)
Processing * Asynchronous part of the system
* Buffer accomodates fluctuations of

v

accepted L1 rate
* triggering is of random nature
(follows Poisson distribution)

e BUSY logic - Used to stop trigger/readout
when buffer is full (“backpressure”)




Implementation - L1 Trigger

* Needs to decide within O(us) latency boundary

 Computers (PCs)
— CPUs

» Designed to execute general purpose code

— Operations (instruction set) performed on a set of registers,
advanced branch prediction, caching, memory (pre)fetching...

— Run an OS to schedule execution (often on multi-core) and 1/0
» 4 GHz processors (typically):
— In 25 ns interval can run only ~ 100 operations / bx. (per core) !

* Non-deterministic latency (hardware and operating system) ~ ms
range)
— not suitable for trigger operation (in HEP experiments)

e Hardware

— ASICs — logic specialized for a specific task imprinted into silicon
* Fast (parallelism) but limited programmability
* High costly/unit (large R&D)

— FPGAs

e Chips with low-level logic programmable by users



FPGAS

* Field-programmable gate
1 | ] Legic block
a rrays H GPIO bank
— Programmable logic and - .
routing — defined via Programmable. Programmable
firmware : : /
— Advantages ) ~A, NSy
e Massively parallel logic . 1 Al /H ttﬂx
operations =
* Clock synchronization, low - S
latency T\ b/
* Updates can be deployed by i e : x\\v 7
firmware reload — _ _ _ ' S~

Bird's-eye view of FPGA

— Can come with special
elements (DSPs, 1/0 etc.)

— Con’s:

* Low-level logic, very difficult Et T

to program efficiently -
e Often requires designing CHL)

custom boards (R&D effort) [} I
 Cost of chip + components (EL | el

Popular choice for L1-trigger Swit<|:hingB|ock

imilementation



Example CMS L1 Trigger

n

P = Drift Tubes
* |nput: coarse data S 2 W T . E—
(trigger primitives) [\ SE /) - —
W seed Tower from on-detector \NY—~/ / )
[ First Neighbours W/ r—
Second Neighbours . Isolatio fro nt_ends ( FEDS) . 2
Calorimeter | /
cells (ECAL Calorimeter Trigger Muon Trigger

and HCAL) =% ) (it ) (wiie ] (= ) 25 Pipelined logic
' ' - from simpler to

] e more complex
| =T p
Y

objects
f ) ¥ ¥ &
Calo Trigger Layer 1 -__.!‘!‘PQYE‘P!‘:F.'."!'!L‘!!'.’---‘
Cntap o 3 o
P P . v . Collection of muon
Calo Trigger Layer2 | | Sorting/Merging Layer_____
—“ ;lEndcap E::mjim EJ traCkS

e Built from several
Muon Trigger detector types

[E Global decision




Example — CMS L1 Trigger hardware

/ . MP7 Board with large FPGA and optical input links
\a’?/ /'.. ,‘l
,- : £ (LTCA bus)

* Xilinx Virtex 7 FPGA
e Optical input and output

AN

/
N
(7\f
c
@
\f
(&) ]

Rows of Racks containing
trigger & readout

lectroni
LUTCA Rack with installed Calorimeter e Location: Sl
L1 trigger boards ' .
— Underground counting room
6 Gb/s (input) per card — away from the high radiation

environment (cavern)



Trigger reconstruction and selection

jet like
— ldentifies range of objects: muons, e/y :
muon, jets, MET, combined (mass)... j ﬂ ﬂ
— For example, identification e/y
candidates in calorimeter using oly likm
methods such as: " =

e Clustering and cluster (shape)
identification

* low hadronic deposit versus EM: ET_H <<
ET_EM (hadronic isolation)

— Important requirement: Good cms

CMS

Examples
of cluster shapes. Shape
veto is used to exclude
jet-like candidates.

n
" HCAL

421" (13 TeV)

@ 0.18-

rejection of backgrounds | T Lt motextrapolatedto vertex

0.16[~ —— L1 extrapolated to vertex

 Ability to discern between “fakes” (like
jets identified by leptons)

* Improves generally with better
resolution, calibration

L

r [ Offline muons

Di-muon

' trigger

4 6 8 10 12 14 16 18 20

m,, [GeV]



Trigger selection

CMS 58.8 fb™ (13 TeV)

>
5 )
* Turn-on curve g [ T |
E - :
— Signal detection efficiency vs. Py “ 1 ] o
or energy function 06 sT oa¥ ..
* “Turn-on”- kinematic rang where [ 2 5 G
. . . 04 &Tlght isolation
efficiency improves L
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— Trigger threshold usually chosen 02 (E:vuzzaeev
. . . . i & Tight isolation)
in the good signal efficiency area L
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:_offhne [GeV]
e Such that L1 rate is under control

(background rejection)
— Needs good rejection of “fakes”

— Even physical processes
producing real objects can

CMS — L1 electron efficiency

Inclusive single muon p; spectrum
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Data acquisition system - DAQ
e Tasks

— Gather data produced by detectors i tetors
(readout) ] digitizers
— Often coupled with several levels of ‘ o
data filtering (triggering) - TDAQ LV b T, PSS
 Data feeded other trigger levels (High ) N 5
Level Trigger) ¢ [
* Can also be triggerless (streaming) @ eadout buffers
— Combines readout from multiple -
sensors into a single object per —Q
event (event building) < ﬁli SR ek orks
— Storage of events accepted by the
trigger Q\D processor farms
— Control, configuration, S X
monitoring... &



DAQ architecture - Readout

e Readout Detector channels

— L1-accepted event is read out l l l l l
by DAQ (synchronously) l l l l l l l l l l l l l l
: . Trigger
— Buffering layer — decoupling =

from timing constraints and .
. : Front-end electronics
trigger fluctuations

— Usually custom electronics \ \ \ \ \ \
(detector interfaces)

- transition to commercial Readout and event building
equipment
* More cost effective, can \ I /
leverage High-Performance- -— ;
Computing (computer cluster) -
technologies ..'
Includes (t ; ically) L=
— INncludes ICa d
A —

networking layer




Readout bandwidth

CMS tracker: 75 million channels
But typical event (CMS) is <2 MB (?)
Not all channels are read out - zero
suppression

— Skipping readout of empty channels
(no signal detected)

— A very simple form of compression

— large size reduction often possible
(x10)

Read-out event size is pileup-

dependent!

— detector occupancy (% active
channels) increases with pileup

PILEUP - multiplicity of inelastic particle
(pp, ion-ion etc.) collisions in the same
bunch-crossing — scales with luminosity

High x-section = probability of collision
per bunch-crossing > 1 !

dominantly soft (low — p;)
- average: 50 - 60 in LHC run 3

2F size = (01263 + #'vix *'6.0'15)'M‘B'*':
1.8F - ]
1.6f I 7

1.4 F -68:3 A

1.2t CMS event size
1E

085 637.0kByte
0.6/ < i
0.4 Ma;“x RLN.=..L f
0.2F

Sum of FED sizes total [MB]

10 20 30 40 50 60
Number of rec. primary vertices



high Level-1 trigger
(1MHz)

. LHCb high no. channels
; high bandwidth
(Terabits™)

108 'OKTGV d ATLAS
; CHERA-B CM5

1 KLOE CDF II

Level-1 rate (Hz)

high data archives

CDF, DO 2 (PetaBytes)
ALICE

event size (bytes)




Example - CMS L1-trigger and readout

Global Trigger 1 Local level-1
Primitive e, g, jets, y

RF 40 MHz l

TCDS

R
Controls

|

11c| Controls

| Level 1

) Trigger

Primitive Generator

Detector and trigger
synchronized to 40 MHz LHC
clock
— Clock propagated by timing and
control distribution system (TCDS)

— L1-Trigger decision distributed to
FEDs (detector front-end
electronics)

—> ~ 700 FEDs send event
fragments to readout cards

100 kHz x 2 MB -~ 200 GB/s !

A
GTP ‘ TTe :-—’ Timing, Trigger and Control (TTC) front-end distribution system
+
FED i - New | | B ]
TCDS Detector Front-End Drivers { FED x ~700 ) FEDs X7OO
] =1
gqa — = | Trigger Throttle System (TTS). Fast Merging Medule (FMM)
Q —
w 4|Gb5 400 MBs Input: old FED copper 400 MBs Slink, new FED 4/10 Gbs optical | 4/Gbs 10|Gbs
: ! ) X _;
Il
= - ront-End Readout Optical Lin -PClx
AN | [ i 576 Front-End Readout Optical Link (FEROL-PCI LT (LT [
b
I — I~




CMS DAQ Readout hardware

 =»Readout electronics based on VME bus (legacy)
or UTCA bus (telecommunication equipment

standard)
Backend
(service cavern)
F ro nte N d 12CH )

v,
12CH S-Link Express

Pixel

12CH

A2cH SFP+

FED (CTA)

Detector

MTCA Backplane

8 x SFP FMC
(4 pixel links)

~——3» 400 Mbps read-out
4—P “fast12C" pixel link
<4—% CCU control link

8 x SFP FMC
(4 pixel links)

Pix FEC (CTA)

4—¥ TCDS: clock, trigger

8 x SFP FMC
(2 CCU rings)

O O 12 Ch fibre ribbons O

CCU DOH

Service 8 x SFPFMC
Electronics (2 CCU rings)

Tk FEC (CTA) TCDS
HTCA Crate

n system /\
i el & 1 x700

M)

ED 4/10 Gbs optical 14|Gbs

EIPB
-PCIx) A@E

Fragments 2..8 kB

Copper SLINK or
Optical SLINK-
express 5 Gb/s - 10 Gb/s

Frontend-
Readout
Optical
Link




Frontend-Optical Link & Data Concentrator (CMS)

FEROL
OIld-FED New-FED New-FED
10 Gb 4 Gbs _
S““"E | n | FEROL-40
4Gbsﬂu= * 4x 10 Gb/s inputs and
200/400 MBs
d = outputs
FrontEnd
Readout
2x 10 GbE Optical Link v i
. --DDR3 - %
A | ‘ | 4x10 Gb bAQ  [e]UlH
POWER ———
FRL
FrontEnd Readout Link
- | — PClx~ - “aaocy
underground ) - i -
. 8 AR 3 H
PCle gen2 (4x) ' Bgnk (L
(CMS service cavern)| 14 Gp/s simplified TCP/IP aictiona iR =
from an FPGA

Data concentration:

10/100 Gb/s Ethernet Another use-case for FPGAs

switch Peformant for data buffering
and 1/0, output protocol
(TCP/IP)

surface

Readout Unit PC




Switched networks
oS

* networks for data centers are main drivers for
fast (wired) interconnect technologies
* Main contenders:
— Infiniband (low latency, good congestion control,
hardware acceleration/Remote-DMA)
— Ethernet (10 ... 100 + Gbit/s)
* Relies on standard TCP/IP

— Client Implementation in software

— scalability limited with high rate of packets,
bandwidth

* Recently retrofitted with infiniband-like features, like  ~ ‘y{‘
RDMA over Ethernet - RoCE ;

* Single-switch or a mesh (if the scale of the /O ~ Ethernet
requires it)
* Common drawback

— Congestion —if lines where data is routed
become oversubscribed

Infiniband

ETHERNET SPEEDS

T | oy 16TOE
. . . . 4 400GDE } Y. .7 800GHE
— Two differing approaches to managing it: & 1005 = 3o
* Lossy network — drop packets that don’t fit into switch 5 1o @ wox S
buffers and retransmit |- .
* Lossless network — buffer everything and pause £ 1oomt— e o
transmission when full omtam |

T
1980 1990 2000 2010 2020 2030
Standard Completed

O Ethernet Speed ’:_‘, Possible Future Speed

ethernet alliance .



Example - CMS readout network

* FEROLs - data concentrator network = Readout- ¢, un 3:
Unit (RU) PCs « fully handled by a
* 10 > 100 Gbit Ethernet network I ek

based switch
Juniper QFX10008

* Also a pre-event building stage
e 510 sources =2 ~ 50 ‘superfragments’

h h - ~ 510 Front-End Readout Optical Link (FEROL) Compact PCI [0}
32 FEROL-40 MicraTCA ==

Patch panels  —
: ! —
10 GRE | | 185m OM3  Data to Swface ~ (2 «) 680 x 10 GbE Enks (6.8 Tha)
| ——
10 GBE | |
o xio0 coe | FED Builder. Data Concentration Network

57 RLIBU sapvars g gg 3 IQ 5? Fl'..."'EL.I AMD EPYC Rome T502P (32 cores) CPL, 512 GB RAM

Juniper
QFX10008



Event Building

e Commonly implemented using switch network

Readout Units (RU) Builder Units (BU)
1 ) <
—_— NS p

°§/ \ <
2 <o -
G S u . <

N e é N
3 < -
R — —_—

s DAQ network (switch) §/
4 e % \

N



Event Building — folded architecture

* Merged functionality of readout and build unit

Readout Units —
Builder Units (RUBU)

1 <
—_— 5
&
2 @
s~ bam ‘
3 <
— S
s DAQ network (switch)
>
4 S



Event building hardware - CMS

« On another chassis-based ~501/0nodes - [ —— ;:]
Ethernet switch (2" layer RU/BUS: s

Ethernet): . Folded EvB ==
— Event Building network « 3 x100 Gbit/s . = ;
e approx. 50 x 50 links 100 CoE 512,08 100 GbE
— Event Backbone network * Use RDMA over

~ . converged
* To ~ 200 HLT CPUs (via top-of- & = s
rack switches) Ethernet ['i RoCE Event Builder ]
 Serving High-Level-Trigger + (hardwarfa oy
storage 1/O (input + output) acceleration) B Event Back Bone ]
o
" RU/BL) gervers 57 RUBU AMD EPYC Rome TS02P (32 cores) CPU, 512 GB RAM | Sy e
| H-4
S [H | Core Event Builder | g f
I Ewarl nalwork Chassis based Elhemel swilch ®
142 x100 GbE | i Event Back Bone —
| 1
Fillar Farm [H T&“Jmﬂﬂmm ][H ToR ] 12e8l Luste ﬂl.l:lEElgE :
Transfer H
[ 1 | I—'— ;
cry || emy r.'r!u E “EH Haad Modes &Y i

oy
LU
=

(&
ik

’JE-‘ Filter farm HLT nodes (25 GbE -ToR)

o .ﬂ 200 servers: dual AMD Milan 7633 4 %100 GbE

o] L] [ s ~
‘ l : arue||rus| S| e (64 cores) CPU, 256GB RAM, 2 x T4 GPUs Contral Dl Event-building switch
T, Recarding |_COR And servers




High Level Trigger (HLT)

— Goal = further x100 Detector channels
rejection/filtering ll l l l
— Commonly: general-purpose
computer farm running HLT Trigger
software .
* Fine-grained reconstruction/selection | | T e e |

algorithms

. FuII_-rgspIution event data (no
primitives”) Readout network
e CPUs + increasingly GPUs (possibly

other accelerators)

— More processing time (latency) Readout and event bullding
allowed than for L1 ( < second)
* far more buffer space — often in \ I /

computer RAM
— 100+ GB per server

— Output (selected events) — final
data selection - saved
permanently to storage

* Inthe range of few kHz

=
—




HLT Filtering in CMS

e Filter Farm cluster - executing software processes
— Significant CPU and GPU power — 25k CPU cores + 400 GPUs /

Heterogeneous architecture

— Timing budget: 100 kHz x [ ~ 250 ms / event ] (CPU)
— Runs a common CMS Software (CMSSW) framework — code

2
100 GbE

sharing between HLT and offline analysis & - EE———
* Event data moved to/from nodes using 100/10 Gb/s " T ——
Ethernet network

— Accepted data copied back to I/0 nodes and on-site storage 100€<->10
system (and, finally, to CERN TierO for permanent repacking & q
storage) Ethernet

— Standard data transfer protocols used: remote filesystem (NFS) K
over TCP/IP

* “File based Filter Farm” - F3
— Total: 20 TB of RAM buffer for I/O available

CPU (x2) AMD Milan 7763 By AMD
| Epyc CPU
64 cores @2.45 GHz . i
2022 256 GB RAM architect-
HLT ure
S
(;Mm GPU (x2) Nvidia Tesla T4
ar
# servers 200 Nvidia
Tesla T4
# cores 25600

kHS06 645



High Level Trigger algorithms

e Start (seeded) with objects from L1

— Muons, electrons, photons, t-jets, jets, missing-E;
 In HLT, availability of full detail detector data — including trackers (unlike L1)
e Can apply calibrations and other detector conditions
* Better discrimination of lepton fakes (jets), improved isolation (muons)

* Exploit event topology and association between objects (mass cuts and
similar)

— Software-based:
* No hard-coded hw. constraints
e Can run complex algorithms: MVA (machine-learning based) selection etc.
* Upgrades possible by adding more “COTS” computing power, bandwidth

e Some algorithms more efficient on GPUs
— CMS: Pixel tracking, ECAL and HCAL reconstruction and calibration

* HLT trigger menu

— A collection of trigger selection criteria
 tailored to physics priorities of the collaboration



CMS global filesystem: Lustre
e N —

) PR T — \\ isr 5.1!_

Object Storage | Object Storage : 326 Gais

Clients " Ethernet or InfiniBand Server (OSS) | Vorget {OST) : “:

Network Connection 9 15 e

3 — S . — | 1.86 GB/s

; &~ | L
g 5‘— |
Object Storage Object Storage :

Target (OST) |

I
i’
I
I
|
I

Ser%QISSZ w ,

|
| 477 MBss
@ V W\ 3 9 ,I| 954 MBls

40 GR
|
Object Storage Object Storage o
— Server OSS:‘ Target (OST) B 0305:20:00

| 270 GRls 1 day m read 1.70 GBis

i W ity NN EEmEEE S Ve 1M oBs T T
'. ~i'9 e wirite 02 14:40:00 2 17:26:4 02 201320 02 2300:00 03 01:46:40 03 04:33:20 e‘ . 03 10:06:40
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* Built from multiple metadata (MDS) and OST
servers

* 1.2 PB usable space

« ~15 GI|3< read+write (comb!ined)

x16

— ~ Minimerger
Minimerger™._ - 9
\

NG T - Disk shelves
CERN Meyrin
CMS P5 site . (Switzerland)
(France)
Lustre FS — EOS Tier O

40GbE
1B (b6Gb)

Front OST



ATLAS

A Toroidal LHC ApparatuS

: Inner Detector ; ieldi
Barrel Toroid Hadronic Calorimeters Shielding

2 Detector characteristics
Muon Detectors Electromagnetic Calorimeters - Width: ~ 44m *
\ - Diameter: 22m
< | Weight: 7000t
Solenoid ‘ CERN AC - ATLAS V1997

Forward Calorimeters

End Cap Toroid

Run 3 — upgraded detector systems

Muon system: New Small Wheels, Inner Barrel RPC
Calorimeters: Liquid Argon (LAr) digital readout, Tile run 4 demonstrator

Tracker and Pixel
Detectors

— 6 M channels: 80
[Im X 12 cm

— 100 M channels: 50
[Om x 400 [Om

— space resolution
~15 0m

Solenoid 2T field
momentum
measurement

Fine grained EM
and hadronic
calorimeters

muon spectrometer
(streamer tubes)

8 superconducting
toroid magnets



ATLAS Trigger-DAQ

* ATLAS operates on concept
of Regions of Interest (ROIs)
where data processing +

readout proceeds in stages :

— Level-1 trigger
* Fast custom-hardware
trigger, discrimination on
trigger “primitive” data
* defines ROIs for each L1-
accepted event

— High-Level trigger

e Software initially seeded by
ROI

* Only ROl regions are read
from detectors for HLT




ATLAS TDAQ Run 3 diagram

Calorimeter detectors | {
TileCal | Muon detectors including NSW :
Detector
Level-1 Calo | {1 Level-1 Muon | Read-Out
Preprocessor Endcap Barrel
TREX sector logic | | sector logic
CP (e,y,Y) | | JEP (jet, E)
MUCTPI 8
Q
Q
f. DataFlow l
» LlTopo '« Té
cTP o Read-Out System (ROS)
3
CTPOUT !
Level-1 L
— Data Collection Network
Rol
High Level Trigger
(HLT) >
L1 system | Accept
‘ Processors
- [
* 100 kHz accept rate S| Tier-0 |

J Data

. L1 topo trigger

- applying kinematic and angular
requirements on electromagnetic
clusters, jets, muons and total energy

event size up to 2 MB



ATLAS Readout

y ‘Wupper
%) Ll TTC data I
[ e [ FE |[ FE [ FE | [ FE | Frontend gr F— fan-out Sl B
8. GBT from-Host Wupper s
NSW, LAr £| [Frca DMA = xivx]l | &
L1 cale S| [Wrappe Central Router Engine . PCle . J1 O
k BIS 7/8. E [End Point 5
E — o
[FELX | [FEX ] | ROD | | ROD | | ROD | ReadOut 2 [Rx ol ohost | S

Driver
TTCy {} G{}
Lega ¢y osc. J Clock ck | TIC& Busy ‘ Configuration registers:
M it 5
x30 readou — anagemen ‘ PmCESS control and monitor.
v 3

ReadOut
SWROD |swnoo | ROS | | Rgs | | Rgs |S‘f5tEm ]:TTC‘““" ;vcul‘:p"
) T fan-out E
ngine

GBT Wupper
FPGA DMA = XILINX
(Wrapper| Central Router Engine {—~{ PCle

from-Host

[End Poin

PCle Genx x8

—
optical components

:::l to-Host f >

| | | ] MiniPOD Sockets (x8)

FELIX card and diagram

TTC Mezzanine JTAG Connector
HLTPU HLTPU HLTPU HLTPU HLTPU

LEMO Connector

ST Connector

FELIX Host servers: Intel Xeon 8-core
With 25/100 Gb/s Ethernet NIC

Kintex UltraScale XCKU115 FPGA

Legacy readout (run 1 and run 2) S e

via PCle cards to a PCs with 4 x 10 Gbit Ethernet PCle Gen 3
FELIX PCle card (FLX-712Y tor upgraded detectors in Run-3

Readout from on-detector electronics:

. 24x connections - 4.8 Gb/s(GBT) or 9.6 Gb/s
Read into PCs = Ethernet (RDMA support!)

Timing and BUSY logic



ATLAS SW-ROD and HLT

* SW-ROD servers
— Buffer readout data (FELIX) and transfer to HLT on demand
— Working along the similar legacy system (ROS)
— 2 x Xeon 16-core CPUs — 96 GB RAM
— Input: 100 Gb/s Ethernet NIC from FELIX
— Output: 40 GB/s Ethernet NIC to HLT

* HLT FARM |

— Large number of PCs / computer cores
— 50,000 processing applications with 200 to 400 ms event processing time (on

specific regions of the detector) wreu | | wo
— ROl based — readout-on-demand (progressively) until decision on accept/discard High-L
is reaches

— Selecting about 3,000 events / seconds (output)

— Software in Run-3 runs shared ATLAS software framework (AthenaMT)



ALICE

* Dedicated mainly to heavy-ion physics
* Run 2: had a 3-stage hardware trigger
 DAQ handles two scenarios:
— Large rate of very small events (pp)
— Rare but very large events: Pb-Pb L=10%"cm2s3
=>»up to 1 GB for central collisions
=>»software trigger HLT used for compression rather than rejection

ACORDE

 Runll(2015):
e Detector readout @ 17 GB/s -

1.4 to 3.5 kHz
Crambes « 40/10/1 Gbit Ethernet based
Chambars * 6 GB/s compressed data to

disk sustained

W 4

/I/’””/




ALICE Run 3 (and Run 4) DAQ

* Triggered event reading in Run-1 and Run-2
e Run 3 -50kHz interaction rate of Pb-Pb collisions

* Upgraded detector (TPC with GEMs, new Inner Tracker, Muon
system, improved trigger and readout)

e Goals:

— Measurement of rare probes at low p;which cannot be selected with a
trigger (focus on charm physics)

— Read-out all Pb-Pb interactions at a maximum rate of 50kHz
=»continuous (triggerless) readout of Time Projection Chamber
(TPC) and Inner Tracking System (ITS)

— Instead of event readout - the output is Time Frames (1000 events in one,
~20ms) - bandwidth reduction

— keeping trigger readout of calorimeters and muon systems

 Target: recorded Pb-Pb luminosity - factor 100 in statistics
over the Runl + Run2 programme.



3.5 TByte/s
into PC farm

0?2 (Online Offline) System

90-100 GB/s

ALICE O

...................................................................

Computing Computing : | Computing
Room1 Room 0 : RoomO
CR 1 CRO CRO
Detectors First Level Event Processing Data Storage
Read-out ! Processors Nodes : (DS)
9000 (FLPs) : (EPNs) : i
Read-oijt FLP to :EPN CoreiNetwork : D ——
Linksg C N?.tw@rk 2 2 DS CTE. 35 GB/S; Tier 0
HRJFLP : EPN aa i g
H U - T'F — V ........ . ...............
: Tiers 1
— oL 1 AOD:2.5 GBJs AnaIySIS """
35 6351 | Write 100 GB/s Facilities
TB/s" s GB/s |- _ _7JRead40GB/s 4 s
Unmodified raw data Baseline correction, Data volume reduction Data
e e zero suppression by online tracking, Storage
contintious Feacout cluster finder. Asynchronous processing

Stored event data rate:
Pb-Pb 50 kHz pp and
up to 200 kHz p-Pb

STORAGE




ALICE Trigger and DAQ

~ 2000 CPU and GPU

O2/EPN

CR1 First Level Processol
Common readout Units

ITS 40 GBytels
TRD 4GByte/s
Rest 21 Gbytels |

O2/PDP

Physics and Data Processing

l]n1[r]u]A]ul:mi”:]Alslo]u[n}

A RECO #
PbPb Run L ' E T
Synchronous L e

Asynchronous 1

Asynchronous 2

Central Trigger Processor —
Distribution of timing info, heartbeat trigger



LHCb

_—
VELO RICHES
Primary vertices

Impact pﬂametqr K, pi particle ID

E/HCAL

Trigger, p, &,
gamma PID

MUONS

Trigger and PID

EcaL| HCAL
SPD/PS

RICHZ

J

;,-.-.1

TRACKER :‘_:'
P of charged [T
particles

15m zam z

At 13TeVand £ =4 x 10 cm™?s™©:
~45 kHz bb pairs and ~ 1 MHz c pairs

LHC luminosity

Luminosity / 1e30 cm-2s-1
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12000 -
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4000 -
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L] T I L]
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Run 3 LHCb triggering

* Handle x5 higher inst. luminosity thanin run | - 1l (2* 1033 cms?)
* Hadronic triggers loose efficiency at higher luminosity

CERN-LHCC-2011-001

Y S | 3 = '
:‘;’ =
c : ' [}
525 W i _» [Muonic
g = L & ey 3 g
& 2F vy A
SIS ERM G
™~ F » Hadronic
- 1 =
Q’ =
gb C '
0.5 F % B :
= . .design ‘Run-I/I

0 —l 1 l Lttt 1 l L1l 1l l | hh B B | 1 Lop_ gy 1 oo

1 2 3

- 5
Luminosity (x10%)
* Software trigger coping better with it
— Scalability: enough CPU power can do track reconstruction at full rate
— More relaxed latency constraints
— Cheaper: commercial off the shelf PC hardware
—> 2x higher efficiency than HW trigger



Run 3 LHCb DAQ arxchitecture

* No HW trigger

 All data read out at
full rate (40 MHz) 40 Tb/s 1

— 10000 x 350 m
optical links A'
(detector to surface) 1-2Tb/s 1 REALTIME ALIGNMENT & SN

— 500 readout boards

FULL RECONSTRUCTION (HLT2)  CEEEEEs

* 4.8 Gbit/s per link

68% TURBO &
real-time analysis

26% FULL Offline reconstruction and
‘ associated processing
80 Gb/s

Offline reconstruction and
associated processing |




Readout - PCle40

— common LHCb and ALICE board
Large FPGA (>1m cells)
48 x 10 Gbit/s bidirectional links

LHCb DAQ System

Sustained 112 Gbits/s interface with CPU

through PCle

Installed in PCs = network

interfaces

— Infinband / Ethernet

~ 170
Readout
(and HLT1)
servers

32 To/s

1 Tbls

200G 1B




LHCb HLT

* 2 HLT levels
| . vELO 1
* Peforming offline e By long track
. . i
quality reconstruction . 5..x downstream track
\—/

— Including alignment and Ttrack
calibrations

RECONSTRUCTION STEP OUTPUT OBIJECTS
[+ rimary vertices.
REAL-TIME S HLT1 reconstruction gtt edml-gn tra ck;
ALIGNMENT & jast il
CALIBRATION o .
stations tra g
% ) . long tracks
5 TB/S F 0O D ] 1010
30 MHz non-empty pp =
. I T stations trackin,
il PARTIAL DETECTOR o;:':z.s [l FULL DETECTOR ﬁ g _ T tracks |
RECONSTRUCTION ) > RECONSTRUCTION 5 f 3
?QELEDCJS: & SELECTIONS i & SELECTIONS T stations -+ VELO long tracks
(GPU HLT1) 70-200 (CPU HLT2) «
GB/s . " '
All numbers related to the dataflow are T stations — TT stations downstream tracks

taken from the LHCb

Upgrade Trigger and Online TDR Full Kalman Filtering

Je C . Mod ImR : s
Fake track rejection fitted best long and
downstream tracks

Clone removal




High-Luminosity LHC (Phase 2)

Phalse-1 Pha?e-Z

® Peak luminosity ==Integrated luminosity

r \/ \ 8.0E+34 — 4000
2021 2022 2023 2024 2025 2026 2027 2028 2029
3[FIMIAIM 313 ]ASIOIND{ 3 [FIMAIM 3]3 TA S[OIND{3 [FIMAM 3 [ A/ IOIN[D] ) FMAIM 3 [1[ATS] NDJ'FMAMJJ'A'SONDJ'F'MnMJJ'A'grolnlnJ'F'M}A\M\J\J'A's [ND{3[FMAM3 3 AISIGINID|3[FM/AM 3 3 [AISIOIND| 7.06434 3500
il T o T
Run3 [ Long ShutdownB[LSE]] R =
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§ X = 206434 i oo o | b | 1000 g
Run4 154 Run5 L £
[-I-n-l-ﬂ‘ 1.0E+34 = s F- { 500
Last updated: January 202:’ 0.06400 o ./ 4 ; =

Shutdown/Technical stop
Protons physics
Ions

|
Commimnog vt bt Phase-2

L (PU) Vertex Density [ L / year

Baseline 5-103cm 25! 140 0.8/ mm 250 fb !
Ultimate 7.5-10%*cm—2s~! 200 1.2/ mm > 300fb !

101112131615161718192021222324‘526172829303132333435363738’

Year

Phase-2

Accelerator upgrade path target: Large luminosity and pileup increase wrt.

>= 3000 fb! Run-3 (~60)

* New paradigms for HEP experiments to
fully expoloit HL-LHC luminosity



Data volume in Phase-2

450.0 Courtesy of P. Buncic
400.0 -
350.0 -
300.0 & OMS
200 -E ATLAS
200.0
150.0  WAUCE
100.0 —_— — mLHCb

0.0

Rum 1 Run 2 Run 3 Rum 4+

e CMS and ATLAS upgrade for Run 4

— Event rate x 10 and big increase in data (event)
volume

— Aided by evolution in computer and network
hardware

 LHCb and ALICE had big upgrades for Run 3

— Expected to cover Phase-2



CMS Phase—z upgrade If there is time...

~50000
FE optical links

Barrel Calorimeters

« ECAL crystal granularity readout at 40 MHz with ATC A modul ar
precise timing for e/y at 30 GeV ;
+ ECAL and HCAL new Back-End boards electronics

uon systems

DT & CSC new FE/BE readout j
RPC back-end electronics

New GEM/RPC 1.6<n<24
Extended coverage ton =3

Calorimeter Endcap

» 3D showers and precise timing
* Si, Scint+SiPM in Pb/W-SS

Beam Radiation Instr. and
Luminosity, and Common Systems FPGAs with ~100

o 3 N ~ and Infrastructure ; :
Tracker A 7 N:IF; T 5" - Fiat tﬁ* High-speed serial
+ Si-Strip and Pixels increased granularity iming Detectior :
» Design for tracking in L1-Trigger ' o o ' transcelvers_‘
+ Extended coverage to n = 3.8 Precision timing with:

« Barrel layer: Crystals + SiPMs
« Endcap layer: Low Gain Avalanche Diodes




Calorimeter trigger

Detector Backend systems

Global Calorimeter
Trigger

External Triggers

Run 4 CMS Trigger

Muon trigger Track trigger

------

* Upto 750 kHz (€ 100 kHz Run-3) —~ 12 ps latency

. New:

— Track trigger

TP
Barrel '
OMTF EMTF Local
Layer—
Global Muon Trigger Glob_a | Yt Global
Trigger
[ -
PF
6
[ :
4. Resolve, |dentify, Measure 3. Cluster-Track Linking
Correlator Trigger L
Global Trigger GT ‘ / \ 1
i 2
/

Phase-2 trigger project P .

Tr1cker Calo Link

— Particle flow layers

* application of an algorithm building a global event description from all parts of detector
(adopted from CMS analysis and HLT)



CMS - 200 PU

40 MHz

Detectors

L1

Muons
Calorimeters
Tracks

FE
pipelines

750 kHz

8.4 MB evt size

Readout
buffers

farms

Processor

Detector Front-Ends (FE)

Run4 CMS DAQ: scale view

*  Run-3 =2 Run 4/5 requirements

5—7.5times L1 rate

> 4 times event size

> 30 times readout bandwidth

50 times HLT computing power = PU x trigger rate & new detectors!

15 times storage (3 times bandwidth)

Trigger Processors ‘ ‘ ‘ ‘ T Tngger and detector data ~ 50,000 x 1-10 Gbps GBT links ‘ ‘ ’ ‘ ‘ ‘ ‘ ' ‘ ‘ ‘
Global Trigger P — _ 12 Bbfector o LA RRRRRA AR o
33T L Back-Ends . % 7 wu. 1 M?bs data links Bag‘t‘ € :és
TCDS/EVM  [F7s ¥ — IDTH : BDe't(eEtog —
o — = Back-Ends
T 4 x 100 GbE i ATCEA
" I | \ Busy 5 DTH crate
——y
CLK/L1A ™
oo
T 7TT1
J00x100 Gbs data links | | | T Data to Surface (D2S) 200m fibers
| M Data to Surface. Data Concentration Network
200 x 400 GbE ports
~ 200 RU/BU servers
- 200 x 400 Gbs switch M RoCE Event Builder
~ 200 Tbs bandwidth Event network Chassis based Ethernet switch
|- 400 x 400 Gbs switch || Event Back Bone
T f the Rack (ToR) 1 ! L1 ! ;
op of the Rack (To ( ] [ ~ 10 PB local storage | Cluster Merge &
HLTswitches M HLT ToR W i 50 GBs access | Storage Trar?sfer
| | |
CPU CPU CPU CPU CPU @@ @
CPU CPU CPU CPU CPU
M4 “‘4 o ol [FRam Central Data CDR
cpul|| Gpu GPU Gpu|| GPU Recording

—D2S —l—USC—|-uxc-

SCX



HL-LHC — CMS readout

* DTH-400 (800) — high-bandwidth readout to 100 Gb/s Ethernet links
* Clock distribution and trigger-throttling states (BUSY logic etc.)
* installed in ATCA crate with detector backend electronics

ZYNQ ,
AXI slinkRocket Inputs

DAQ FPGA

DAQ Eth Outputs
AQF "\ /e AXl ¢—>

TCDS2 FPGA
PCle/AXI ¢—p

Ethernet4¢—»

QSFPfor o

=
2 <™ . comExpress
DAQ links “——p i
A

Controller

MPO-24 o
connector u

B - B Sockets for

b : | TCDS2/SlinkRocket
Firefly optics > TCSD2 10Gb/s
— <
[
| IPMC ZYNQ
{ PCle
B Switch Eth
POWer ZYNQ Ethernet
- converters — —
] Eth 1Gb/s (13) + Shelf Mngt
- e — G >
12x > C
n 106 n 3 paTA |2 i?.
i o
g =< 20 |:W = 3o
3 n é 3 pATA O =%
%1 Process || @ g x | ; x
and route -
e - = g L pATA [—2 ﬁ =]
m | g
o m— @
o - ® g
n i TIC |Q
= | L | TTS

12 x Daq & Trigger Concentrator (DTC) Daq & TTC Hub (DTH)



CMS Run 4/5 HLT

e Large challenge — 50x computing power
increase needed (run-5) StraTteghV: | ion o
— Very large cost (100 million CHF now!) SCnNOIoBY SVOILILION ©

_ CPUs (cost reduction)
— Also very large electric power load (MWs) . Coprocessor (GPU etc.)

* Due to: offloading
— High pileup and high L1 rate * If more cost effective!
— Upgraded and new detectors (e.g. HGCAL * Increase offloading
endcaps) fraction:

e 25% (now)
e 2 50% (run-4)
222222222 ¢ = 80% (run-5)

CHF/HS06 Price/performance evolution of installed CPU servers (CERN)

100.00

e Algorithmic improvements

HDD ->SSD  2GB->3GB/core memo ry 4 n H LT
/ / INTEL - AMD price war, low RAM prices I
121 / . M
AL * Many uncertainties !
1.62
f Bhiag... 115
120% RAM price increase 3 '5.""\’{ ..

XX A .;‘ ‘°m

1.00 120 @

improvement factor/year
0.10

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Bernd Panzer. -Steindel, CERN IT Last 5 year average improvement factor = 1.25



ATLAS upgrades HL-LHC If there is time...

* Significant detector upgrades

* Electronics + Trigger & DAQ upgrade

Electronics Upgrades

» On-detector/off-detector electronics upgrades of
LAr Calorimeter, Tile Calorimeter & Muon Detectors

* 40 MHz continuous readout with finer
segmentation to trigger

High Granularity Timing Detector
(HGTD)
« Precision time reconstruction (30 ps) with

Low-Gain Avalanche Detectors (LGAD)
* Improved pile-up separation and bunch-by-bunch

luminosity
New Muon Chambers New Inner Tracking Detector (ITk) | | Additional small upgrades
* Inner barrel region with new RPCs, sMDTs, and TGCs « All silicon with at least 9 layers up to |n| = 4 * Luminosity detectors (1% precision)
* Improved trigger efficiency/momentum resolution, + Less material, finer segmentation + HL-ZDC (Heavy lon physics)
reduced fake rate




ATLAS L1 Trigger in Run 4+

 Two level trigger

Inner Tracker Calorimeters Muon System
architecture (LO and HLT)  y—— FiT

* LO Trigger

X a LOMuon \
NSW Trigger

Barrel
Sector Logic| | Processor

[ Endcap MDT Trigger
Sector Logic Processor J

— 1 MHz accept-rate

— 10 ps latency

e Calorimeter and Muon

(_frEx_] x
trigger < 7 | Muer
( Global Trigger |
* Adding/extending triggering o — > Event ) L
for new detectors : C—
YV, v, v :
FELIX <- - - cTP PR




HL-LHC ATLAS DAQ and HLT overview

e Comparison with Run 3

— 10 x trigger rate (1 MHz) EIE?:tt?g;;::s Level-0 Trigger

— 20 x readout rate (5.2 TB/s) V J

— FELIX deployed for all detector FELIX

— HLT — ROl approach kept v 5.2 TB/s
* Upgraded CPU farm Data Handlers

v

Dataflow

* Dedicated hardware for track triggering ,
(HTT) — ASICs, associative memory
. : : Event Storage Event
L EoT SWtch ) [ Builder ][ Handler ][Aggregato:]
TN, - 4
| *f 2.6 TB/s

o . = B Tt

N

(" Event Filter )
Permanent
Storage
Processor

AMTP AMTP
=) = Farm | | HTT
3 Rk KB M I £ £ TR £
|| | aca | L J

HTT unit HTT unit

{==) commodity network Point-to-point optical <& Links trough ATCA

data links backplane



Summary

* Trigger and DAQ systems of LHC experiments

— Perform readout at up to 100 kHz
— or full 40 MHz in triggerless mode (LHCb)

— Large scale network systems used to retrieve, transfer data and build
events (order of 200 GB/s or more)

* Coupled to several levels of triggering used for data reduction:
— hardware implementations (initial levels)
— Software HLT farms (higher levels)

 Combination of custom electronics and “COTS” components
e Large storage requirements
e HL-LHC (Phase 2):

— More information included in triggering (tracking)
— Much higher rate and event size for readout
— Demanding on HLT performance

— Will take advantage of technology developments in networking, CPUs
and coprocessors



BACKUP




Challenges for DAQ at large experiments

proton - (anti)proton cross sections

109 F T T L ST L PR | ’ T L A 'f L | ' T B 109
*  built for even more rare physics il ( I ]
. . . - 3 O\t - ; : =
Higgs production: 1 in a billion pp ok ' A - ) o
collisions (13 - 14 TeV) : Lt o U s T
— But also, a lot of background that is hard wE : | et o 19
to reject (especially by a live system) 10° | J10°f,
— =2 inevitably, more common physics will 10° L J10'l £
be selected in the mix (and later either N i B
filtered out, or removed by detailed WE 10FS
analysis) 10 1101y
A
S 10k H 10’ :‘
Saving all data is often not useful 6 10k _ o s
= jet -
- DAQ systems, Storage systems are scaled f"ret(ET > 100.00%) D
to be smaller (and cheaper!) with the 10" F ERUN N
assumption of saving a fraction of more 10° L 1109 £
useful detector data i o)
10° | 4101 3
T . 10" | 4 10*

* More specialized experiments (LHCb, i .
ALICE) differ from more general L 310
purpose (ATLAS, CMS) in respect to 10° | 5 10°
selection (rates) of useful physics data e 107




Event size up to 1MB

100 kHz
L1 rate

gvent K[} :
Manage" ri-' T
4

13000 core,

1260 host
CMS DAQ 1 filter farm

max. 1.2 GB/s to storage

100 kHz
L1 rate

~200
----- 2 GB/s
Filter Farm
Latest iteration: ;(FSSOPOC cores,
CMS DAQ 3 )
~ 15 GB/s to storage



CMS DETECTOR STEEL RETURN YOKE

Total weight : 14,000 tonnes 12,500 tonnes SILICON TRACKERS

Overall diameter : 15.0 m Pixel (100x150 ym?) ~1 m* ~66M channels
Overall length  :28.7m Microstrips (80-180 ym) ~200 m* ~9.6M channels
Magnetic field :3.8T

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000 A

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers

PRESHOWER
Silicon strips ~16 m? ~137,000 channels

. FORWARD CALORIMETER
_ Steel + Quartz fibres ~2,000 Channels

CRYSTAL
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating Pb(WO, crystals

HADRON CALORIMETER (HCA
Brass + Plastic scintillator ~7,000 channels




BACKUP Introduction
* LHC in Run 3: proton-proton collisions @ 13.6 TeV

LHC run3 Protons/bu | Colliding Luminosity Bunch
Energy [TeV] | nch Proton [cm2s2] spacing [ns]

bunches/be
am

2022 7.8 1.2 x 10%! 2400 2 x 1034 25

2022: fL dt10 fb-1 delivered (ATLAS / CMS) so far

= i 2019 2020 2021 2022 2023 2024 2025 2026 2027
unc FM}A}MiJ}J}A}SHN}DJiFiMiAiMiJiJiAiSHN}DJ FIMAM3[3]A[S[OINID]3 [FIMAM3[3 AIS[OINID 3 [FIMAIM 3 3 ]A[S[OIND]3 [FIMAM3]3]ATS[INID 3 FMAM}J}JHSHN}DJ}F}M}A}M}JiJ}A}SHN}DJ}FMAMJ JJAS[OND]
[ Long Shutdown 2 (LSZ)] b un3 D' D' [ Long Shutdown 3 (LS3)]
Proton T R
2028 2029 2030 2031 2032 2033 2034 2035 2036
Pal’ton FMAM[3[AS[OIND]3[FIMAM 3]3]A]S[OINTD] 3 [FMIA M]3 [ [A[S[oIND{ 3 [F M[AIM] 3]3 JATS [OIN]D] 3] FiMAIM 3 [ [A[S[o[N[D{3 [FMJAM3] 3]ATSOINID] 3 [FIMAIM 3 [ A[S O[N] 3 [FIMA M3 [ ]ATSTAINID 3 [EMAIM 3 [ [ATS[OIN[D)
(quark, gluon)
m Ls4 'm LS5
1T

Particle

Shutdown/Technical stop
3 Protons physics
Ions
Commissioning with beam
Hardware commissioning/magnet training




ATLAS TDAQ Level-1 Muon Trigger

Phase-1 NSL board

Includes New Small Wheel
triggering input

6 optical inputs (6.4 Gbps) from NSW
SFP+ with GTX RX in FPGA

6 optical inputs
for other detectors

2 optical outputs
(6.4 Gbps) from MUCTPI
SFP+ with GTX TX
10 optical outputs
for spares

14 optical inputs (800 Mbps) from BW-TGC \

SFP RX + G-Link RX chip

CPLD (XC2C256-7PQ208C
for VME control

FPGA (Xilinx Kintex-7 XCK325
G-Link receiver chips (Agilent HDMP-1034A)

Tile Extended-Barrel

00 10w 2
i /{ /Ds/.
T . (TILE + EIL4) & TGC
811812 |.7B13 14 |-7B1S b7 L.
e e e I coincidence
o I % P 1o<pi<1s [

n=1.3

10

BOL
NSW & TGC

8 + coincidence
BML 7 | 13<inj<24

6
BIL

4

n=2.4

BW TGC f
wire 6 ? :
Rol (R), dR o||8 ;
g|| e :

P w -

BVZt:igc [ GLink Ills ’,MUCTP"

Rol (¢),d¢ ! Interface m o 256 bit/BC

: _ |5 $ max. 8 candidates
” o ~ '
ISW 7 pes— | 2 ;
NSW IeTxrx| 3 | Aignment | s o||l® :
d I E - - | = '
(R, ¢,de) . Interface | LUT ] | L :
: —_— e IS '
: | o1 :
' { B o pem— :
ot uon ; l "'7"’7'—7|r é Inne .
ners | GTX RX I ;\ ! Alignment L i :
T Tlinterface[ & ([ LUT [T Info :
I ] | :
0iA :
: g ~1/100 ~35 Mbps |

: 100 kHz - : ISROD‘

: | Level-1 | | Zero SiTCP |: =——=

:  17oobiec | Buffer Suppress| |Interface :

hold data until L1A store data with L1A | output by TCP/IP




BACKUP - 15t level Trigger and DAQ_ - LHC

* L1trigger

E'_&-g — Synchronized with 40 MHz LHC

collision clock (25 ns intervals)

.
B .

(TN T LY
o Kl
. ok BB /e o

* SN LA e

5

— Decision based on “trigger

0 Q primitive” data (small-size
physical quantities calculated in

‘w“ real-time by detectors)

Sensor |
> Tigger ) © Delay/buffer
MHz elay (~s) — analog pipeline or a digital buffer
Start Discriminator — accommodates for trigger latency
p Full — expensive, radiation-hard on-
0(100) kHz Busy Logic detector electronics
L1 acce .
rabe +_/ Data * FIFO (derandomizer)
ready

Processing — Accomodates fluctuations of
accepted trigger rate (while data
is processed)

E a — Reduces likelihood of readout

BUSY on next accepted event




Pileup
* Presence of multiple interactions in collision of bunches from opposing beams (“bunch

crossing”)
* Run 3: over 50 interactions/bx proton

— mostly soft scattering (pp inelastic collisions)

=>» Very low outgoing transverse momentum, ~ p; < 1 GeV

Hard scattering (interesting physics) : can have high p; momentum
— Challenge: filtering out interesting data!

— Effect of pileup on resolution, filtering efficiency...

"Event’ = record
of a bunch
crossing

Visualisation of event with 78 reconstructed collision vertices in CMS



36 pb™' at\s = 7 TeV CMS

—
IIHH\l T 1T

v*IZ =11

+ Data (e+u channels)

| HIHII‘ 1 HIHl | HHIH[ | \IHHI] | I\IHH' I IHI]II] | II\HHl L1l

A

. NNLO, FEWZ+MSTWO08

m HH| T HIHII‘ T IIHIHl T HHIH[ T \IHHI] T I\IHHI T 1HI!II]

30 60 120 200 600
M(ll) [GeV]



all approach

to-

(q0]
G
O
(Vg
C
RS,

Itat

1M

L




Example — CMS Readout hardware

Many Run 1 detectors remains in use
=»Readout electronics based on VME bus

Several detectors / online-systems
upgraded to cope with higher luminosity

=>» New readout electronics based on uTCA bus

Sender card
plugged onto VME electronics

Fragment size 1..4 kB

SLINK copper
cable
400 MB/s

Frontend-
Readout
Link

&

640 Legacy links

Run 2 —-Run 3

2014: New Trigger Control and Distribution System
2014: Stage-1 calorimeter trigger upgrade
2014/15: new HCAL readout electronics

2016: Full trigger upgrade

2017: New pixel detector and readout electronics

UTCA electronics

Fragments 2..8 kB

Optical SLINK-
express
5 Gb/s - 10 Gb/s

Frontend-
Readout
Optical
Link

50 links (+170 for new pixel ???)



Comparison of Infiniband and TCP/IP

Infiniband

The protocol is defined as a very thin set of zero copy
functions when compared to thicker protocol

implementations such as TCP/IP

Infiniband TCP/IP
Application
Consumer)

N o (

?plicaﬁon (Completion Queue

P cicment) Transport
Internet
(Network)

Port

encapsulation

encapsulation

- encapsulation

Port



Event building network in CMS (DAQ2)

* RU superfragments assembled into complete events

e Builder-unit (BU) machines receive superfragments
and combine them into full events

 Based on 56 Gb/s FDR Infiniband CLOS network
— (12 leaf + 6 spine) switches

108 x 72 Event Builder
* 200 GB/s total throughput (RUs—>BUs)

smeswetes — (Rl OO0
LEAF switches P
‘SI)I \(5\) 6) I‘ ‘\ ( ) 6) ”6 5) H

| 38
3 .
(6)
LTI

(5) (6) (6)
(110 ||1 (1] MMJ mmj |
72RU[[[[]] (11D [0 mm mm| mm mm |m||| [0 [0 (1110 [0

64 BU

|/0: RU-BU PCs (folded)




Data concentrator (Run 2)

* 10/40 Gb Ethernet
576 FEROLs =» 108 Readout-Units (max.)
* Fat Tree structure

b 30m | | 864, LC-LC patch cables
576 Front-End Readout Optical Link (FEROL-PClx)

|

Patch panel #1
? 10m 864, LC-E2K cords

ey

iy =

— ) Patch panels

Il
e

[ ] Patch panel #2
185 m OM3

E2K-E2K pair fibers
185m OM3 Data to Surface ~ (2 x) 576 x 10 GbE links (5.8 Tbs)

Py

Patch panel #3

E2k-LC cords

576 x 84 FED router and concentrator

Data Concentration Network a8 O ) | ey Ethernet 10/40 GBE Fat-Tree 48x12 (10/40 GbE) switches

Ethernet Fat-Tree W _/TN 2NN 2N N W

w
S

84 Readout Units (RU)
- Dual E5-2670 (8 core), 32 GB RAM
6 Gbs - Data aggregation
- Event fragments buffer (seconds)
- EVM control and synchronization

360 Ghls

L] -\';
*FBM4(40GE) C mawmal
q‘"rj e i '-""W 'r’.
~T il -'-\. _\. — 4
- [ S—
0 PBlf-(mE} ) ( um b4 |m.1 b ||m MEBTT (minidac) | |m““‘ { |n|| Y4 |mc| bEd |nuu Ix m].n.( FBos\ 2xRU(mm|(ldq) (PB4 B 2] (minidag)
l f n 3 " v P P \E
T . P N .. - I . . v
RELT axRU| [7aRU| [axRU TaRU| [73RU| [7xRU| [7xRU [7xRU [6xRU| [7xRU| [6xRU] |7xRU| [7xRU| |7xRU| [7xRU




FEROL TCP/IP

OId-FED New-FED New-FED

10 Gbs 4 Gbs
SIink E [ - = I+I

4 Gbs
200/400 MBs ©,
c FEROL
FrontEnd
Readout
2 x 10 GbE Optical Link
LA_]
PCl-x
I . | T
FrontEnd Readout Link '
Simplified unidirectional TCP/IP
implemented in FPGA
10 Gb/s simplified TCP/IP Point to point link performance: 9.7 Gb/s for fragments > 1 kB
from an FPGA 1400 : | : . : : ‘ , ‘
H 1.25 GBytes/s 10.0 Gbit/s
48 x 10 Gb/S N \ B e et e g St T St e g g éog_go
5 - Data concentration: " B‘OO
| b4 10/40 Gb/s Ethernet i 1 =
switch 800 - . )
6x40Gb/sout | ) 3
S 600 - - S
= 2 ~400 F
B =400 - .
56 Gbs 000 | 10GE M?;gg:(l:_in; 22,00
Readout Un# Mgﬁﬁfgolzﬁg# ——
dual 8-Cor B 01E- . E;4 2:56 | 10‘24 I 4695 1EI384 | 655&500
E5 2670 Fragment Size [Bytes]



TJnIng. Trigger and Contrad (TTC) front-and distmbution system |
T 2

Pl ey
Detactor Front-End Drivers { ~ 760 FEDE ) FED=

Trigger Throtting System (TTS)

Input: ofd FED copper 400 MBa Sknk, new FED 6 & 10 Gba optical 1|:l|l.'.-'-lm 6 Ghba 10 Gbs

~ 510 Front-End Readout Optical Link (FEROL) Campact PCI Eﬂ B
32 FEROL-40 MicraTCA -

—

FPatch panels L

10 GBE | : 185m O3 Data to Surface ~ (2 o) 680 x 10 GbE Enks (6.6 Tha)
|
wae I
oy oo B FED Bullder. Data Concentration Natwark |
T 1 |
57 RVBU servers 57 RU/BU AMD EPYC Rome T502P (32 cares) CPU, 512 GB RAM |
| Core Event Builder j
Ewenl nabwiork Chassis based Elhemel saiich
142 x100 GE | K Ewent Back Bone
I I echnical
Filter Farm [H [ Top i ki J [ H ToR ] 12P8| Lustre ::m::r f'-l[ﬂg'-“gl]t
[ ] | | | IMDS| |Head Nodes
il Bl [k Filtar farm HLT nodes (25 GBE -ToR) 088 | [MDS
a1 “‘"{ 3 200 servers: dual AMD Milan 7633 AT 4 %100 GbE @
Rl | Geiie] | GPe wE (64 coras) CPU, 25568 RAM, 2 x T4 GPUs

Central Data
resss (o)




CMS Filter Farm implementation

|[Bu]t

A sk MAszTiEk\' NFSV41, Input Toutput

i
b | 136 x.
I_,nnlnninr * File-based Filter Farm

E 16 PROCESSING — Input, output of event and non-event data,
, 12-16 PROCESSIN

NODES monitoring and logging through files

— Network filesystem used as transport (and
resource arbitration) protocol

 Reduced coupling between DAQ and HLT software
platforms

— HLT uses standard CMS offline software (DAQ-specific
code implemented as modules)

— DAQ is built on custom Online framework (XDAQ)

* separate release cycles, simplified development, maintenance
and debugging



BACKUP: ATLAS TDAQ Level-1 Calo

L1-calo trigger boards (phase |)

Trigger

System modules | FPGAs Function
eFEX 24 4+1 electrons, photons, taus
gFEX 1 3+1 Soc large-R jets, MET, SumEr
JFEX 6 4+1 Soc | large/small-R jets, MET, SumEr, taus
TREX 32 digitizes trigger towers
HUB+ROD 8 1+1 clock source and data buffer for e/JFEX
FOX 6 N/A routes 7.5k + 1.5k fibers to/from FEXs

(b) gFEX

= I
aﬂ- %

(¢) JFEX

(d) TREX

(e) HUB+ROD

* Analogous structure to
CMS trigger

— FPGAs heavily used



ATLAS — readout and network Run |l

Readout Data collection network diagram

e PCl-e cards on host (ROS) PCs
— Joint R&D with ALICE Ros.} o mkaten
* Host PCreads data, outputs RoIB/HLTSV%) | —
over 4 x 10 Gbit Ethernet i, ° o
links o

150 m

Router cluster

5 —_—
oo ':‘_ N sw-data-core-01 8 x 10 Gbps data-core-0
— = : b e A - o
> Y \ "f \;:_\‘» R 2x 10 Gbps
= P~ ) i
= - \ : - = =~

2x DDR3 SODIMM

12 x 6 Gh/s

1156-pin Xilinx
Virtex 6 FPGA

Gen2 x8

CERN Permanent
PCI Express

Storage




ATLAS FTK (Run 2)

e Specialized hardware for tracking in Pixel and SCT (tracker)

* Post-L1 trigger event processing, replaces part of CPU-
intensive tasks (track seeding and tracking) now done in HLT

Pixels
& SCT | |
Tﬂfth? Data l l FTK Hardware pattern
EF£F+::rr'ﬂai:ter | matching:
(FIIUj_ter * 16400 associative
inding memory (AM) chips
100 kHz * 200 FPGAs for other
Event ]
Rate functions
Second Stage Fit (4 brds)
p ¥
Track Data '
I o3 FLIC H
Raw Data LE FTK ROBs | =HLT
ROBs FProcessing




ATLAS readout upgrade
* FELIX

FELIX Host PC
FELIX PCle card

CPU
TTCFMC Memory  «——

p—yp
FPGA | *pcc Gens

firmware| ¢4 G/ — -
pcCle Gen3, NIC

64 Gb/s |

PCle card with FPGA chip + Host PC + NIC

* Replaces custom readout hardware used now

* Replaces custom link standard used now (with “GBT”)

* Handles routes clock and trigger information to front-ends

* Receives event fragments from front-ends

Router between serial/synchronous links and high level network links (40
GBE, InfiniBand...)

e Start deployment in Run 3



ALICE in Run 3

0060 0000000000000

ACORDE | ALICE Cosmic Rays Detector
AD | ALICE Diffractive Detector

DCal | Dijet Calorimeter

EMCal | Electromagnetic Calorimeter

HMPID | High Momentum Particle
Identification Detector

ITS-IB | Inner Tracking System - Inner Barrel
ITS-OB | Inner Tracking System - Outer Barrel

MCH | Muon Tracking Chambers
MFT | Muon Forward Tracker

MID | Muon Identifier

PHOS / CPV | Photon Spectrometer
TOF | Time Of Flight

TO+A | Tzero + A

T0+C | Tzero + C

TPC | Time Projection Chamber

TRD | Transition Radiation Detector
VO+ | Vzero + Detector

ZDC | zero Degree Calorimeter
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Figure 4. Outline of the data flow and processing in the ALICE O? computing system.




ALICE High level Trigger — Run 2

e Use of GPUs and FPGAs

Online reconstruction and data compression facility.

180 worker nodes, 8640 HT cores.

Efficiency through use of hardware acceleration.

180
160

¥ UHLT P Tracker TR
% HLT GPU Tracker Component----

140 ¥ HLT CPU Tragker Cogrponent?,
ciniiiiioiiinioiooeesioinioo
..,,...#4.1-..1 ...........

120 b P -
100 ettt g BT E ittt

charged pance v

o | o o o e | e 8o
o o o o o | s
‘% () ) )
[ (0 0 T ) ) ) )
(5 () 0 0 ) ) 1
(50 )0 0 ) ) ) 0 1) 0 0 s

80 Pt

e R

[l e e e S
0.5-10° 1-10° 1.5-10° 2-10°

» FPGA clusterfinder. Number of Clusters

+ 1FPGA board ~ 12§ XEON cores.

Speedup Factor (Compared to Offline)
g

Pad'Channel -

GPU tracking.



LHCDb

Dedicated flavour physics experiment
—> forward precision spectrometer
—> optimised for beauty and charm decays

Tracking
| Particle Identification \
| 10 - 300mrad |

HCAL .=

RGAL N, M Ms A

Magnet RICH2 ) M2, g .

T3

TlT2 \

| Vertexing P iy :
Tte
oty

Magnet spectrometer > § N o
f Bdl ~ 4Tm S



LHCb Run Il DAQ data flow

LHCb 2015 Trigger Diagram e Hardware trigger (LO)

40 MHz bunch crossing rate — Based on multiplicity, calorimeters and
muon detectors

— Fixed latency of 4 us
LO Hardware Trigger : 1 MHz — Accept rate 1 MHz before readout

e Software trigger (HLT)
— HLT Split in two stages
— Events buffered to disk after HLT1
— Output rate 12.5 kHz

— 62 subfarms: 1780 nodes (27000 CPU

[ Partial event reconstruction, select ] cores) via 12 or 2x10 Gbit Ethernet
displaced tracks/vertices and dimuons . .
— 10 PiB disk space

e HLT2 is fully asynchrounous:

readout, high Er/Pr signatures

. Software High Level Trigger N
: g 99 HLT1

Buffer events to disk, perform online

detector calibration and alignment

] HLT2

Full offline-like event selection, mixture
of inclusive and exclusive triggers

HLT2 (N=10)
12.5 kHz Rate to storage HLTA (N=2) | [

\ ‘ ! time
Flat Top Stable Beams Beams Dumped

A#(processes) | | HLT2 (N=30)

HLT1 (N=20)

HLT2 (N=30) |

EOF Calib




LHCb Trigger and DAQ - run 2

-~

Detector
] Lo : |_ELOH H or HricH | ECal HHcal Hm:m |—
rigger = t y
L l L 4 k. 4 t t ‘
I—LE E'ﬂ_g_ﬂf_ _.I rlq.:rh::lnlc [ ] e H E o H u-;::rm: let:l [ l-=h'l:l rl!::Pﬂ"F
— . LHC clogk_ '
- nB-u rd H Board I Board H E:\;ruﬂ H;::?:“ FB-u;n:IL ) Jm‘
N A )

\ F\mntun; Y,
\ |/

N HLT farm D
Event data Gbit Ethernet based Average event size 60 kB
— — — Timing and Fast Control Signals readout / event ﬁverﬂge rate into farm 1 MHz
Control and Monitoring data building network Average rate to tape ~12 kHz

~1500 ports




LHCb DAQ — Readout in Run 3

* PCle40

— common LHCb and
ALICE readout board

e Large FPGA (>1m cells)

* 48 x 10 Gbit/s

bidirectional links

e Sustained 112 Gbits/s interface
with CPU through PCle

PC = network interfaces , ETE
) PCle40
AN dout card
/ \ ‘ CPU _pe
| ,\/&\/ e B\
DAQ high speed o X p
\_ network | NIC| v | _ ;
\ V[ [ Memory—~-_ = Event flI}(er A
e i/ Event | CPU \_ networ
oP° NICI[ [[] ) Vv

\(\ : 4
\\7/)\\\77 ) /




CMS DAQ for HL-LHC

*  Functional view

O
p%e Detector Front-Ends (FE) 9 _
D Custom electronics systems o §
— 1T T 7 |52
ollellelle P2P Custom data links and protocols , 5{3
s Trigger ——— — ) |88
Level 1 Trigger |¢ data Detector Back-Ends (BE) =¥
¢ Industry&Custom systems electronics and interconnects o %
e
U 'y o~ Yl | O o
L1A l Event data l cS
(:j)? Blg CLK fragments ATCA crates U>)\ s
TCDS/EVM a l‘_ DAQ interfaces
) ? i Standard data links, networks and protocols
. S
1 L1A&CLK f
LHCCLK
— Data to Surface (D2S) 2
ATCA  Advanced Telecommunications qE)
Computing Architectur -
CDR Central Data Recording N ~
CLK 40 MHz LHC clock | | | I | | I/O. Routers&Buffers | l | | > &
EVM  Event Manager Switches/PC based sytems 0 2
HLT High Level Trigger processors I I I I I 3O
HPC High Performance Computer 8 =
L1A Level 1 Trigger Accept i oo
X P2P Point to Point interconnection Event networks’ HPC Ir_]terconneCt c L1>_l
O SCX  Surface data center Commercial data and communication systems =
) STS Storage and Transfer System =
TCDS  Trigger Control and Distribution System | I dj | I ét”

TTC Timing, Trigger and Control
TTS Trigger, Trottling System I - || - /1 - | HLT Systems STS
TO CERN computing tier Storage

g PC farms/clouds CDR/TO

USC/XC Underground Control/Cavern rooms




Run 4 readout and DAQ Input

Readout:

* About 50k point-to-point bidirectional optical links (GBT) on-to-off-
detector with varying fractions devoted to trigger data

* Read out central (barrel) calorimeter and muon systems in untriggered
(continuous / streaming) mode

12 u . g5
x

n 10G ) DATA £°

= by - —©

3 | ol 0 .

=) - S i ; e DATA =N

a = d E oC) o

3 and route T o) . E E:

m 3 - X DATA S

e =] 2 @

o -0, | o o] o

o B el |0 @

S | @ TTS
_ | | —
12 x Daq & Trigger Concentrator (DTC) Daq & TTC Hub (DTH)



Run 4 readout and DAQ

Trigger

DAQ
Sync Async

P

Trigger

1

Global Trigger UCX SCX
Data to

’ surface
TTC/TTS (D2S)

Sync Async

g
]
=3
—
=
:
o
—
-

Synchronous (40 MHz clock driven) Asynchronous (event driven)




CMS DAQ requirements for HL-LHC

* Run-3 2 Run 4/5 requirements
— 5—7.5times L1 rate
— 3 —4times event size

] ] CMS - 200 PU
— 31 times readout bandwidth —
— 50 times HLT computing power = PU x trigger rate & new detectors! K
— 15 times storage (3 times bandwidth) cﬂgﬁ_‘%’;ﬂﬁ " %12_5 -
Tracks =
750 kHz
LHC HL-LHC -,
CMS detector Phase-1 Phase-2 8.4 MB evt size % 2
Peak (PU) 60 140 200 &3
L1 accept rate (maximum) 100kHz 500kHz 750 kHz
Event Size at HLT input 20MB* 6.1 MB 8.4 MB
Event Network throughput 1.6 Tb/s 24 Tb/s 51 Tb/s 5
Event Network buffer (60 s) 12TB 182 TB 379 TB % rj;sc:s
HLT accept rate 1kHz 5kHz 7.5kHz -
HLT computing power ” 0.7MHS06 17 MHS06 37 MHS06 7.5 kHz ,
Event Size at HLT output ¢ 1.4 MB 4.3 MB 59 MB 51 GB/s C}'
Storage throughput ¢ 2GB/s 24GB/s  51GB/s
Storage throughput (Heavy-Ion) 12 GB/s 51GB/s  51GB/s
Storage capacity needed (1 day °) 0.2 PB 1.6 PB 3.3PB



Possible 2027 CMS DAQ RU/BU PC

up to 1Tbs data readout
Up to 100 x 10 Gbs GBT Front-end links
UP to 10 x 100 Gbs Back-end links

HAAAARHAAAANAN I I
160 Gbs
— 10 card M

16GT/s

8GT/s

5GT/s

PCle 1.
2,5GT/s

2002 2006 2010 2015 CPU pOWer for:
Server / - Detector hit builder
PC, ATCA CPUs 256 GB || 32T, - Event fragment builder
crates etc. % % FPGAs % DRAM || NV - Large latency buffer

- Detetcor data monitor

B4 1 Tbs EvenjgFragments buli

=

Up to 10 x 100 Gbs standard links
up to 1 Tbs Event-Fragments output

Link Bandwidth per direction, Gb/!
8
X\\
1
3 LI
] \ \ \
\5\ \
[\ \
\ \
r4
o
=
\
L]

..........




ATLAS upgrade HLT prOJectlons (2016)

Parameter LO/L1 Run2
Filtering Rate 400 kHz 1 MHz 100 kHz
Overall Compute Power 11 MHS06 >11 MHSO06 0.8 MHS06
Computer Power 5 MHS06 5 MHS06 —

excluding tracking

* Highly depends on scaling of future PC platforms

ES-2580k:4
broadesall a0

Dual-CPU [Xeon) servers

300

== CME-HLT HS/node

=T HS.-"rbud
250

$_ e e .« 2 HEP-SPEC06 —benchmark designed to
i iy § scale with performance of High
& ®  Energy Physics code on a similar

100

machine

50

mai 12
Launch date



Units

N — number of interaction events
o — interaction cross section

Instantaneous 1 dN
luminosity a dt

Integrated
I . . Lint = fL'I‘.'ﬂ;
uminosity

=-—Inlt
n n[an(2

>




