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In 2002, almost no data about the 3D structure of the proton (in 
momentum space) was available.
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Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].
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https://arxiv.org/abs/2004.14278


3

In 2002, almost no data about the 3D structure of the proton (in 
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More than 75%  
of data come  

from COMPASS!

Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].
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A picture of a black hole (2019)
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A picture of a black hole (2019)

Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].
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Abstract

Recent measure
ments from the HERMES

and SMC Collaborations
show a remarkably l

arge azimuthal
single-spin

asymmetries AUL and AUT of the proton in
semi-inclusive p

ion leptoproduc
tion γ∗(q)p → πX. We show that final-state

interactions from
gluon exchange

between the out
going quark and

the target specta
tor system lead

to single-spin as
ymmetries

in deep inelastic
lepton–proton sc

attering at leadin
g twist in pertur

bative QCD; i.e
., the rescatterin

g corrections are
not power-

law suppressed at la
rge photon virtu

ality Q2 at fixed xbj . The exi
stence of such

single-spin asym
metries requires

a phase

difference betw
een two amplitu

des coupling th
e proton target

with J
z
p = ±1/2 to the same

final-state, the s
ame amplitudes

which are neces
sary to produce

a nonzero proto
n anomalous ma

gnetic moment.
We show that th

e exchange of g
auge particles

between the out
going quark and

the proton spect
ators produces a

Coulomb-like co
mplex phase wh

ich depends on
the angular

momentum Lz of the proton’s c
onstituents and

is thus distinct f
or different prot

on spin amplitud
es. The single-sp

in asymmetry

which arises fro
m such final-state

interactions doe
s not factorize

into a product o
f distribution fu

nction and frag
mentation

function, and it
is not related to

the transversity
distribution δq(x,Q) which correlat

es transversely p
olarized quarks

with the

spin of the trans
versely polarize

d target nucleon
. © 2002 Elsevie

r Science B.V. A
ll rights reserved

.

1. Introduction

Single-spin asym
metries in hadro

nic reactions ha
ve been among

the most difficu
lt phenomena to

understand

from basic princ
iples in QCD. T

he problem has
become more ac

ute because of t
he observations

by the HERMES

[1] and SMC [2] Collaboratio
ns of a strong

correlation betw
een the target p

roton spin
#Sp and the plane o

f

the produced pi
on and virtual p

hoton in semi-in
clusive deep ine

lastic lepton sca
ttering $p

↑ → $′πX at photon

virtuality as lar
ge as Q2 = 6 GeV

2. Large azimuth
al single-spin as

ymmetries have
also been seen

in hadronic
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[The experimental check of the change 

of sign] would crucially test the 
factorization approach to the 
description of processes sensitive to 
transverse parton momenta.”
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It is a remarkable and fundamental 
QCD prediction that really tests all 
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scattering reactions in strong interactions, 
and it awaits experimental verification.”
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N↑(↓)h (φ,φS) as the semi-inclusive luminosity-normalized
yield in that target spin state, the asymmetry is

Ah
UT (φ,φS) =

1

|ST |

(

N↑h(φ,φS)−N↓h(φ,φS)
)

(

N↑h(φ,φS) +N↓h(φ,φS)
) , (1)

The Collins azimuthal moment 〈 sin(φ + φS)〉
h

UT
and

Sivers moment 〈 sin(φ − φS)〉
h

UT
of the virtual-photon

asymmetry are extracted in the fit

Ah
UT (φ,φS)

2
= 〈 sin(φ+ φS)〉

h

UT

B(〈y〉)

A(〈x〉, 〈y〉)
sin(φ+ φS)

+ 〈 sin(φ− φS)〉
h

UT
sin(φ− φS) . (2)

Here B(y) ≡ (1 − y), A(x, y) ≡ y2

2 + (1 − y)(1 +
R(x, y))/(1+γ(x, y)2), R(x, y) is the ratio of longitudinal
to transverse DIS cross sections, γ(x, y)2 ≡ 2Mpx/(Ey).
The values for R(〈x〉, 〈y〉) [34] cannot be neglected here
as they fall in the range 0.1–0.34. The reduced-χ2 val-
ues for the fits are in the range 0.74–1.89. The statisti-
cal correlations between the Sivers and Collins moments
fall in the range -0.5 to -0.6. The addition of terms for
sin(3φ − φS), sinφS and sin(2φ − φS) resulted in coeffi-
cients that are negligible compared to their uncertainties,
and in negligible changes to the Collins and Sivers mo-
ments. Effects of acceptance, instrumental smearing and
QED radiation were all found to be negligible in Monte
Carlo simulations [35]. The largest contribution to the
systematic uncertainties is due to the target polarization.
When the azimuthal moments are averaged over the

experimental acceptance, the selected ranges in x and z
are 0.023 < x < 0.4 and 0.2 < z < 0.7, and the corre-
sponding mean values of the kinematic parameters are
〈x〉 = 0.09, 〈y〉 = 0.54, 〈Q2〉 = 2.41GeV2, 〈z〉 = 0.36 and
〈Pπ⊥〉 = 0.41GeV. The dependences of the charged pion
moments on x and z are shown in Fig. 2. Also shown
are simulations based on Pythia6 [36], tuned for Her-

mes kinematics, of the fractions of the semi-inclusive
pion yield from exclusive production of vector mesons,
the asymmetries of which are poorly determined.
The averaged Collins moment for π+ is positive at

0.021 ± 0.007(stat), while it is negative at −0.038 ±
0.008(stat) for π−. Such a difference is expected if the
transversity densities resemble the helicity densities to
the extent that δu is positive and δd is negative and
smaller in magnitude, as models predict [37]. However,
the magnitude of the negative π− moment appears to
be at least as large as that for π+. The left panel shows
that this trend becomes more apparent as the magnitudes
of these transverse moments increase at larger x where
valence quarks tend to dominate, as did the previously
measured longitudinal asymmetries. However, the large
negative π− moments might be considered unexpected
as neither quark flavor dominates π− production like the
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FIG. 2: Virtual-photon Collins (Sivers) moments for charged
pions as labelled in the upper (middle) panel, as a function of
x and z, multiplied by two to have the possible range ±1. The
error bars represent the statistical uncertainties. In addition,
there is a common 8% scale uncertainty in the moments. The
lower panel shows the relative contributions to the data from
simulated exclusive vector meson production.

up quark dominates π+, and one expects |δd| < |δu| in
analogy with |∆d| < |∆u|. This expectation is reflected
in model predictions [13, 14] based on the interpretation
of those longitudinal asymmetries. This failure of those
predictions could be due to the neglect of T-odd distri-
butions such as the Sivers function, the contribution of
sea quarks or disfavored Collins fragmentation.

One explanation of the larger negative π− azimuthal
moments could be a substantial magnitude with opposite
sign for the disfavored Collins function describing e.g. the
fragmentation of up quarks to π− mesons. Opposite signs
of the favored and disfavored Collins functions might be
understood in the light of the string model of fragmen-
tation. If a favored pion forms as the string end created
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up quark dominates π+, and one expects |δd| < |δu| in
analogy with |∆d| < |∆u|. This expectation is reflected
in model predictions [13, 14] based on the interpretation
of those longitudinal asymmetries. This failure of those
predictions could be due to the neglect of T-odd distri-
butions such as the Sivers function, the contribution of
sea quarks or disfavored Collins fragmentation.

One explanation of the larger negative π− azimuthal
moments could be a substantial magnitude with opposite
sign for the disfavored Collins function describing e.g. the
fragmentation of up quarks to π− mesons. Opposite signs
of the favored and disfavored Collins functions might be
understood in the light of the string model of fragmen-
tation. If a favored pion forms as the string end created
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Figure 2: Collins asymmetry (top) and Sivers asymmetry (bottom) against x, z and ph
T for

positive (full points) and negative hadrons (open points). Error bars are statistical only. The first

column gives the asymmetries for all hadrons, the other three columns for the leading hadrons.

In all the plots the points are slightly shifted horizontally with respect to the measured value.

Note that two events having the same topology in the laboratory before and after the target spin

rotation have angles Φj and Φj + π respectively, thus the acceptance cancels in Eq. 5 as long as
the ratio a↑

j(Φj)/a
↓
j (Φj + π) is constant in Φj .

The evaluation of the asymmetries was performed separately for the two data-taking pe-

riods and for the two target cells. These four sets of measured asymmetries turned out to be

statistically compatible, and were then combined by taking weighted averages. Plots of the

measured values of AColl and ASiv against the three kinematic variables x, z and ph
T are given

in Fig. 2. The errors shown in the figure are only statistical. The mean values of z and ph
T are

roughly constant (∼ 0.44 and 0.51 GeV/c respectively) over the whole x range while 〈Q2〉
increases from ∼ 1.1 (GeV/c)2 in the first x bin to ∼ 20 (GeV/c)2 in the last one.

Systematic errors due to the uncertainties in PT ,DNN , and f are negligibly small. Several
tests were made to check that there are no effects distorting the measured asymmetries, splitting

the data sample i) in time, ii) in two halves of the target cells, and iii) according to the hadron
momentum. The asymmetries measured for the different samples were found to be compatible.

Also, the results were stable with respect to different choices of the normalization factor r.
The method of extracting the asymmetries is expected to minimize systematic effects due

to acceptance, and this is confirmed by the compatibility of the asymmetries measured in the

two cells u and d. Under the reasonable assumption that the ratio a↓
j,u(Φj + π)/a↑

j,d(Φj) before

the polarization reversal be equal to the corresponding ratio a↑
j,u(Φj)/a

↓
j,d(Φj + π) after the

reversal, the requirement that the ratios a↓
j,u(Φj + π)/a↑

j,u(Φj) and a↑
j,d(Φj)/a

↓
j,d(Φj + π), be

constant in Φj within each data-taking period has been verified by constructing the ratio

Rj(Φ) =
N↑

j,u(Φj) · N
↓
j,d(Φj + π)

N↓
j,u(Φj + π) · N↑

j,d(Φj)
∝
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j,u(Φj)]2

[a↓
j,u(Φj + π)]2

(6)

and verifying its constancy in Φj . This constancy holds even using the entire data sample after

releasing the z-cut. It has to be stressed also that, under the same assumption, possible false
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N↑(↓)h (φ,φS) as the semi-inclusive luminosity-normalized
yield in that target spin state, the asymmetry is

Ah
UT (φ,φS) =
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|ST |
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N↑h(φ,φS)−N↓h(φ,φS)
)

(

N↑h(φ,φS) +N↓h(φ,φS)
) , (1)

The Collins azimuthal moment 〈 sin(φ + φS)〉
h

UT
and

Sivers moment 〈 sin(φ − φS)〉
h

UT
of the virtual-photon

asymmetry are extracted in the fit
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UT (φ,φS)

2
= 〈 sin(φ+ φS)〉
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UT

B(〈y〉)

A(〈x〉, 〈y〉)
sin(φ+ φS)

+ 〈 sin(φ− φS)〉
h

UT
sin(φ− φS) . (2)

Here B(y) ≡ (1 − y), A(x, y) ≡ y2

2 + (1 − y)(1 +
R(x, y))/(1+γ(x, y)2), R(x, y) is the ratio of longitudinal
to transverse DIS cross sections, γ(x, y)2 ≡ 2Mpx/(Ey).
The values for R(〈x〉, 〈y〉) [34] cannot be neglected here
as they fall in the range 0.1–0.34. The reduced-χ2 val-
ues for the fits are in the range 0.74–1.89. The statisti-
cal correlations between the Sivers and Collins moments
fall in the range -0.5 to -0.6. The addition of terms for
sin(3φ − φS), sinφS and sin(2φ − φS) resulted in coeffi-
cients that are negligible compared to their uncertainties,
and in negligible changes to the Collins and Sivers mo-
ments. Effects of acceptance, instrumental smearing and
QED radiation were all found to be negligible in Monte
Carlo simulations [35]. The largest contribution to the
systematic uncertainties is due to the target polarization.
When the azimuthal moments are averaged over the

experimental acceptance, the selected ranges in x and z
are 0.023 < x < 0.4 and 0.2 < z < 0.7, and the corre-
sponding mean values of the kinematic parameters are
〈x〉 = 0.09, 〈y〉 = 0.54, 〈Q2〉 = 2.41GeV2, 〈z〉 = 0.36 and
〈Pπ⊥〉 = 0.41GeV. The dependences of the charged pion
moments on x and z are shown in Fig. 2. Also shown
are simulations based on Pythia6 [36], tuned for Her-

mes kinematics, of the fractions of the semi-inclusive
pion yield from exclusive production of vector mesons,
the asymmetries of which are poorly determined.
The averaged Collins moment for π+ is positive at

0.021 ± 0.007(stat), while it is negative at −0.038 ±
0.008(stat) for π−. Such a difference is expected if the
transversity densities resemble the helicity densities to
the extent that δu is positive and δd is negative and
smaller in magnitude, as models predict [37]. However,
the magnitude of the negative π− moment appears to
be at least as large as that for π+. The left panel shows
that this trend becomes more apparent as the magnitudes
of these transverse moments increase at larger x where
valence quarks tend to dominate, as did the previously
measured longitudinal asymmetries. However, the large
negative π− moments might be considered unexpected
as neither quark flavor dominates π− production like the
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FIG. 2: Virtual-photon Collins (Sivers) moments for charged
pions as labelled in the upper (middle) panel, as a function of
x and z, multiplied by two to have the possible range ±1. The
error bars represent the statistical uncertainties. In addition,
there is a common 8% scale uncertainty in the moments. The
lower panel shows the relative contributions to the data from
simulated exclusive vector meson production.

up quark dominates π+, and one expects |δd| < |δu| in
analogy with |∆d| < |∆u|. This expectation is reflected
in model predictions [13, 14] based on the interpretation
of those longitudinal asymmetries. This failure of those
predictions could be due to the neglect of T-odd distri-
butions such as the Sivers function, the contribution of
sea quarks or disfavored Collins fragmentation.

One explanation of the larger negative π− azimuthal
moments could be a substantial magnitude with opposite
sign for the disfavored Collins function describing e.g. the
fragmentation of up quarks to π− mesons. Opposite signs
of the favored and disfavored Collins functions might be
understood in the light of the string model of fragmen-
tation. If a favored pion forms as the string end created
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FIG. 2: Virtual-photon Collins (Sivers) moments for charged
pions as labelled in the upper (middle) panel, as a function of
x and z, multiplied by two to have the possible range ±1. The
error bars represent the statistical uncertainties. In addition,
there is a common 8% scale uncertainty in the moments. The
lower panel shows the relative contributions to the data from
simulated exclusive vector meson production.

up quark dominates π+, and one expects |δd| < |δu| in
analogy with |∆d| < |∆u|. This expectation is reflected
in model predictions [13, 14] based on the interpretation
of those longitudinal asymmetries. This failure of those
predictions could be due to the neglect of T-odd distri-
butions such as the Sivers function, the contribution of
sea quarks or disfavored Collins fragmentation.

One explanation of the larger negative π− azimuthal
moments could be a substantial magnitude with opposite
sign for the disfavored Collins function describing e.g. the
fragmentation of up quarks to π− mesons. Opposite signs
of the favored and disfavored Collins functions might be
understood in the light of the string model of fragmen-
tation. If a favored pion forms as the string end created
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Figure 2: Collins asymmetry (top) and Sivers asymmetry (bottom) against x, z and ph
T for

positive (full points) and negative hadrons (open points). Error bars are statistical only. The first

column gives the asymmetries for all hadrons, the other three columns for the leading hadrons.

In all the plots the points are slightly shifted horizontally with respect to the measured value.

Note that two events having the same topology in the laboratory before and after the target spin

rotation have angles Φj and Φj + π respectively, thus the acceptance cancels in Eq. 5 as long as
the ratio a↑

j(Φj)/a
↓
j (Φj + π) is constant in Φj .

The evaluation of the asymmetries was performed separately for the two data-taking pe-

riods and for the two target cells. These four sets of measured asymmetries turned out to be

statistically compatible, and were then combined by taking weighted averages. Plots of the

measured values of AColl and ASiv against the three kinematic variables x, z and ph
T are given

in Fig. 2. The errors shown in the figure are only statistical. The mean values of z and ph
T are

roughly constant (∼ 0.44 and 0.51 GeV/c respectively) over the whole x range while 〈Q2〉
increases from ∼ 1.1 (GeV/c)2 in the first x bin to ∼ 20 (GeV/c)2 in the last one.

Systematic errors due to the uncertainties in PT ,DNN , and f are negligibly small. Several
tests were made to check that there are no effects distorting the measured asymmetries, splitting

the data sample i) in time, ii) in two halves of the target cells, and iii) according to the hadron
momentum. The asymmetries measured for the different samples were found to be compatible.

Also, the results were stable with respect to different choices of the normalization factor r.
The method of extracting the asymmetries is expected to minimize systematic effects due

to acceptance, and this is confirmed by the compatibility of the asymmetries measured in the

two cells u and d. Under the reasonable assumption that the ratio a↓
j,u(Φj + π)/a↑

j,d(Φj) before

the polarization reversal be equal to the corresponding ratio a↑
j,u(Φj)/a

↓
j,d(Φj + π) after the

reversal, the requirement that the ratios a↓
j,u(Φj + π)/a↑

j,u(Φj) and a↑
j,d(Φj)/a

↓
j,d(Φj + π), be

constant in Φj within each data-taking period has been verified by constructing the ratio

Rj(Φ) =
N↑

j,u(Φj) · N
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and verifying its constancy in Φj . This constancy holds even using the entire data sample after

releasing the z-cut. It has to be stressed also that, under the same assumption, possible false
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Here B(y) ≡ (1 − y), A(x, y) ≡ y2

2 + (1 − y)(1 +
R(x, y))/(1+γ(x, y)2), R(x, y) is the ratio of longitudinal
to transverse DIS cross sections, γ(x, y)2 ≡ 2Mpx/(Ey).
The values for R(〈x〉, 〈y〉) [34] cannot be neglected here
as they fall in the range 0.1–0.34. The reduced-χ2 val-
ues for the fits are in the range 0.74–1.89. The statisti-
cal correlations between the Sivers and Collins moments
fall in the range -0.5 to -0.6. The addition of terms for
sin(3φ − φS), sinφS and sin(2φ − φS) resulted in coeffi-
cients that are negligible compared to their uncertainties,
and in negligible changes to the Collins and Sivers mo-
ments. Effects of acceptance, instrumental smearing and
QED radiation were all found to be negligible in Monte
Carlo simulations [35]. The largest contribution to the
systematic uncertainties is due to the target polarization.
When the azimuthal moments are averaged over the

experimental acceptance, the selected ranges in x and z
are 0.023 < x < 0.4 and 0.2 < z < 0.7, and the corre-
sponding mean values of the kinematic parameters are
〈x〉 = 0.09, 〈y〉 = 0.54, 〈Q2〉 = 2.41GeV2, 〈z〉 = 0.36 and
〈Pπ⊥〉 = 0.41GeV. The dependences of the charged pion
moments on x and z are shown in Fig. 2. Also shown
are simulations based on Pythia6 [36], tuned for Her-

mes kinematics, of the fractions of the semi-inclusive
pion yield from exclusive production of vector mesons,
the asymmetries of which are poorly determined.
The averaged Collins moment for π+ is positive at

0.021 ± 0.007(stat), while it is negative at −0.038 ±
0.008(stat) for π−. Such a difference is expected if the
transversity densities resemble the helicity densities to
the extent that δu is positive and δd is negative and
smaller in magnitude, as models predict [37]. However,
the magnitude of the negative π− moment appears to
be at least as large as that for π+. The left panel shows
that this trend becomes more apparent as the magnitudes
of these transverse moments increase at larger x where
valence quarks tend to dominate, as did the previously
measured longitudinal asymmetries. However, the large
negative π− moments might be considered unexpected
as neither quark flavor dominates π− production like the
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FIG. 2: Virtual-photon Collins (Sivers) moments for charged
pions as labelled in the upper (middle) panel, as a function of
x and z, multiplied by two to have the possible range ±1. The
error bars represent the statistical uncertainties. In addition,
there is a common 8% scale uncertainty in the moments. The
lower panel shows the relative contributions to the data from
simulated exclusive vector meson production.

up quark dominates π+, and one expects |δd| < |δu| in
analogy with |∆d| < |∆u|. This expectation is reflected
in model predictions [13, 14] based on the interpretation
of those longitudinal asymmetries. This failure of those
predictions could be due to the neglect of T-odd distri-
butions such as the Sivers function, the contribution of
sea quarks or disfavored Collins fragmentation.

One explanation of the larger negative π− azimuthal
moments could be a substantial magnitude with opposite
sign for the disfavored Collins function describing e.g. the
fragmentation of up quarks to π− mesons. Opposite signs
of the favored and disfavored Collins functions might be
understood in the light of the string model of fragmen-
tation. If a favored pion forms as the string end created
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mes kinematics, of the fractions of the semi-inclusive
pion yield from exclusive production of vector mesons,
the asymmetries of which are poorly determined.
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0.021 ± 0.007(stat), while it is negative at −0.038 ±
0.008(stat) for π−. Such a difference is expected if the
transversity densities resemble the helicity densities to
the extent that δu is positive and δd is negative and
smaller in magnitude, as models predict [37]. However,
the magnitude of the negative π− moment appears to
be at least as large as that for π+. The left panel shows
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FIG. 2: Virtual-photon Collins (Sivers) moments for charged
pions as labelled in the upper (middle) panel, as a function of
x and z, multiplied by two to have the possible range ±1. The
error bars represent the statistical uncertainties. In addition,
there is a common 8% scale uncertainty in the moments. The
lower panel shows the relative contributions to the data from
simulated exclusive vector meson production.

up quark dominates π+, and one expects |δd| < |δu| in
analogy with |∆d| < |∆u|. This expectation is reflected
in model predictions [13, 14] based on the interpretation
of those longitudinal asymmetries. This failure of those
predictions could be due to the neglect of T-odd distri-
butions such as the Sivers function, the contribution of
sea quarks or disfavored Collins fragmentation.

One explanation of the larger negative π− azimuthal
moments could be a substantial magnitude with opposite
sign for the disfavored Collins function describing e.g. the
fragmentation of up quarks to π− mesons. Opposite signs
of the favored and disfavored Collins functions might be
understood in the light of the string model of fragmen-
tation. If a favored pion forms as the string end created
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Figure 1. The first and 1/2-transverse moments of the Sivers quark distribution func-
tions, defined in Eqs. (3, 9), as extracted in Refs. [20, 21, 23]. The fits were constrained
mainly (or solely) by the preliminary HERMES data4 in the indicated x-range. The
curves indicate the 1-σ regions of the various parameterizations.

5. Comparison of the results and Conclusions

It should be stressed that the various fit results, when used within the
respective approaches, provide equally good descriptions of the HERMES
and COMPASS data. Here we compare only those analyses20,21,23 in which
the most recent and more precise preliminary HERMES data4 were used.

In Fig.1a we compare the fits for f⊥(1)q
1T from Refs. [20, 23], and in

Fig.1b the fits for f⊥(1/2)q
1T from Refs. [20, 21]. (A direct comparison of

[21] and [23] is not possible.) In view of the different models assumed for
the transverse parton momenta and the varying fit Ansätze, we observe
a satisfactory qualitative agreement — in the x-region constrained by the
HERMES data. However, a closer look reveals differences between the
results in Fig. 1, which indicate the size of the systematic uncertainties of
the three Sivers function fits mainly due to the use of different models for
the parton transverse momenta. These uncertainties were not estimated in
Refs. [20, 21, 23].

We have presented a comparison of three extractions20,21,23 of Sivers
functions from HERMES and COMPASS data on single-transverse spin
asymmetries in SIDIS. The three approaches somewhat differ, but they
describe the data with similar quality. The fits are in good qualitative
agreement, though there are differences with regard to the size and shape
of the extracted Sivers functions. These differences reflect the model depen-

Anselmino, Boglione, Collins, D’Alesio, Efremov, Goeke, Kotzinian, Menzel, Metz, Murgia, 
Prokudin, Schweitzer, Vogelsang, Yuan, hep-ph/0511017

https://arxiv.org/abs/hep-ph/0511017
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although this might not be the proper evolution,
it should mitigate the above-mentioned effect.

As it is well known, in a non relativistic the-
ory the helicity and the transversity distributions
should be equal. We then show in Fig. 7 the
extracted transversity distribution together with
the helicity distribution of Ref. [38] at Q2 = 2.4
GeV2. It results that, both for u and d quarks,
we have |∆T q| < |∆q|.

Another interesting quantity, related to the
first x-moment of the transversity distribution,
is the tensor charge:

δq =

∫ 1

0
dx (∆T q − ∆T q̄) =

∫ 1

0
dx ∆T q (20)

where the last equality is valid for zero antiquark
transversity, as assumed in our approach. From
our analysis we get, at Q2 = 0.8 GeV2,

δu = 0.54+0.09
−0.22 δd = −0.23+0.09

−0.16 . (21)

Such values are quite close to various model pre-
dictions [47,48,49,50] for tensor charges which
span the ranges 0.5 ≤ δu ≤ 1.5 and −0.5 ≤
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5

it was found that the largest contribution is due to residual acceptance variations within the data taking
periods. In order to quantify these effects, various types of false asymmetries are calculated from the final
data sample assuming wrong sign polarisation for the target cells. Moreover, the physical asymmetries
are extracted splitting the events according to the detection of the scattered muon in the spectrometer (top
vs bottom, left vs right). The differences between these physical asymmetries and the false asymmetries
are used to quantify the overall systematic point-to-point uncertainties, which are evaluated to be 0.5
times the statistical uncertainties. The only relevant systematic scale uncertainty, which arises from the
measurement of the target polarisation, is evaluated to be 3% of the target polarisation.

Figure 1 shows the Sivers asymmetries for positive and negative hadrons extracted from the 2010 proton
data as a function of x, z and ph

T , where the other two variables are integrated over. For negative hadrons
the asymmetry is compatible with zero, while for positive hadrons it is definitely positive and stays
positive down to x ! 10−3, in the region of the quark sea. There is good agreement with the published
results from the COMPASS 2007 run [22] but with a considerable reduction of more than a factor of
two in the statistical and in the point-to-point systematic uncertainties. Also, the asymmetry for positive
hadrons is clearly smaller than the corresponding one measured by HERMES [23]. This fact persists
even when considering only events with x > 0.032, in the same x range as the HERMES experiment.
The asymmetries in this restricted x range are shown as open points in fig. 2.

The correlation between the Collins and the Sivers azimuthal modulations introduced by the non-uniform
azimuthal acceptance of the apparatus as well as the correlations between the Sivers asymmetries mea-
sured when binning the same data alternatively in x, z or ph

T were already given in ref. [25]. All correla-
tion coefficients are found to be smaller than 0.2 and are relevant only in case of simultaneous fits of the
various asymmetries.

In order to further investigate the kinematic dependence of the Sivers asymmetry and to understand
the reason of the difference with HERMES, the kinematic domain is enlarged to examine the events
with smaller y values (in the interval 0.05 < y < 0.1), which correspond to smaller Q2 and W values.
Additionally, the standard data sample is divided into two parts, corresponding to 0.1 < y < 0.2 and
0.2 < y < 0.9. Since at small y there are no low-x data, only events with x > 0.032 are used. Figure 3
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Fig. 1: Sivers asymmetry as a function of x, z and ph
T for positive (top) and negative (bottom) hadrons.
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tive hadrons. The abscissa positions of the points for negative hadrons are slightly shifted to the right for better
visibility. Error bars represent statistical uncertainties. Systematic uncertainties are shown as bands at the bottom.

and low Q
2 (first row) it appears to be negative. For larger values of Q

2, the Sivers TSA for negative
hadrons tends to grow and becomes positive (see also right panel of Fig. 3).

Figure 5 shows the Q
2-dependence of the Sivers asymmetry for positive and negative hadrons in five

selected bins of x. These are the x-bins to which more than two Q
2-ranges contribute. The figure

also shows the predictions from collinear (DGLAP) and TMD-evolution, which are based on the best
fit [25] of all published HERMES [11] and COMPASS [12, 13] measurements. A comparison of the
points from the same x-bins but different Q

2-ranges shows no clear Q
2-dependence of the Sivers TSAs

within statistical accuracy. Also, the comparison of fits (not shown in the figure) performed with a linear
decreasing function or a constant does not yield a statistically significant conclusion, although there may
be a slight preference to the former dependence for positive hadrons. For negative hadrons no clear trend
is observed.

In contrast to the DGLAP evolution framework, the present TMD evolution schemes predict a strong
Q

2-dependence both for polarised and unpolarised TMD PDFs at a given x in fixed-target kinematics.
Still, due to partial cancellation of evolution effects in numerator and denominator of the asymmetry, the
Sivers TSAs themselves may exhibit only a weak Q

2-dependence. Available descriptions of the Sivers
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Fig. 6: Same as Fig. 5 for 0.3 < z < 0.4.
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Fig. 7: Same as Fig. 5 for 0.4 < z < 0.6.
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+ ⇧ sin(3⌅h � ⌅S) F sin(3�h��S)
UT +

⌥
2 ⇧(1 + ⇧) sin ⌅S F sin �S

UT

+
⌥

2 ⇧(1 + ⇧) sin(2⌅h � ⌅S) F sin(2�h��S)
UT

⌅
+ ST ⇥e

⇤
⌥

1� ⇧2 cos(⌅h � ⌅S) F cos(�h��S)
LT

+
⌥

2 ⇧(1� ⇧) cos ⌅S F cos �S

LT +
⌥

2 ⇧(1� ⇧) cos(2⌅h � ⌅S) F cos(2�h��S)
LT

⌅⌃

Not all have been published yet

see, e.g., arXiv:1401.6284, arXiv:1609.06062

http://arxiv.org/abs/arXiv:1401.6284
https://arxiv.org/abs/1609.06062
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At small transverse momentum, the dominant part is given by TMDs. 
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At small transverse momentum, the dominant part is given by TMDs. 
The analysis is usually done in Fourier-transformed space
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At small transverse momentum, the dominant part is given by TMDs. 

TMDs formally depend on two scales, but for convenience I set them equal.

The analysis is usually done in Fourier-transformed space
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Collins, “Foundations of Perturbative QCD” (11)  
Rogers, Aybat, PRD 83 (11) 
Echevarria, Idilbi, Scimemi JHEP 1207 (12)
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expressed as a convolution over the partonic transverse momenta of two TMD PDFs:

F
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4

f̂
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:

xA =
Qp
s
e
y
, xB =

Qp
s
e
�y

. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by

ca(Q
2) = e

2
a � 2eaVaV` �1(Q

2) + (V 2
` +A

2
`) (V

2
a +A

2
a)�2(Q

2) , (7)

with
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2
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2 +M
2
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2
Z

, (9)

where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:

Oth
DY, 1(|qT |i,f , yi,f , Qi,f ) =

 
|qT |f

|qT |i

d|qT |
ˆ yf

yi

dy

ˆ Qf

Qi

dQ
d�

DY/Z

d|qT | dy dQ
, (10)

where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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expressed as a convolution over the partonic transverse momenta of two TMD PDFs:
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:
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y
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. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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ā
1 (xB , b

2
T ;µ, ⇣B).

(4)

In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:
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The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html

f̂a
1 (x, b

2
T ;µf , ⇣f ) = [C ⌦ f1](x, µb⇤) e

R µf
µb⇤

dµ
µ

�
�F��K ln

p
⇣f
µ

� ✓p
⇣f

µb⇤

◆Kresum+gK

f1NP (x, b
2
T ; ⇣f , Q0) ,

<latexit sha1_base64="cI6SJEVqAQSixdopizjqBZ+NHnM=">AAAHVHicnVRfb9s2EJfbJem0pWvWx70QS1PEm+NJboMWCFYUKzAMCDC4aNIWMG2BkiibM/WnJNU5Ifhl+mn2uj0M2HfZw460VsSymw4jIOp4v/vdHXlHxhVnUgXBX50bNz/Z2t659an/2ee7t7+4s/flS1nWIqHnSclL8TomknJW0HPFFKevK0FJHnP6Kp4/s/irt1RIVhZn6qKi45xMC5axhChQRXudEzwjSmcmCifkcNGLo7PJ4ATndZT18CVVJMq66P73/ugZ7iFcKpZTCVIWhWOwtnY6jr4xXYR9OtEIs0JF+r3aTJycGYQzQRKdwspYlbHeYjY9xFOS5yT6ER2hRjy1EC9gbkhYvhFKN8mYJd2Ru8i68a0Ijj5k22TirLoTfQrpiRwJKuvcoG+n0anxDzD2D+4j/KYmqY/c9nQIv5+HBjaJlmeCGq899DwKuoD2/OjOftAP3EDrQtgI+14zhtHelofTMqlzWqiEEylHYVCpsSZCsYRT4+Na0ookczKloyrNFF300reskgWBc+8B6ISxdoU36AA0KcpKAV+hkNNe9aFJLuVFHoNlTtRMtjGr3ISNapU9HmtWVLWiRbIMlNUcqRLZLkIpEzRR/AIEkggG2aNkRqACCnrNxwX9NSmhmEWqMc+gDJxmyuyuAmIKgGDTmTKreQlBLoy/asyY0cys6qjRtKVKQZe2dLB9jeOSp/YkSt5ClTDadcSZMC0ozq8j2uxdx7b0klkE5jVkEf9i9CLSP7QDXc6MvoxmbUfK6LP2litp3Mx4WaxgOI6JGIVj7aNm4FzCkVJ9DPflipLMaVwuRq7v7mEgaVzNSKHKXO+Hxtwzaw6OVjxYq4+Y/J8gzkFrR4LYDdmbyzEnxZRTF/1fysC+I4IwaWPpoweVsg1Vc6qD/iO7CAcwG3yCzO5Vv3OqnN+T/0LuuZDuvRFg75JoFaWQcJWhhOBYFHD/B4jmqFiujoL+cQDL71ZSANNNnPl7zsPjDZxqE6e6Ps6LTZwX13OGmzjD6zl8E4evcZB9M8P2C7kuvBz0wwf9wfOH+0+fNK/nLe8r72vv0Au9R95T7ydv6J17Sedd57fO750/tv/c/nvn5s7W0vRGp+Hc9VbGzu1/AFzqezo=</latexit>



TMD FITS OF UNPOLARIZED DATA

32

Framework HERMES COMPASS DY Z production N of points

Pavia 2013 
arXiv:1309.3507 parton model ✔ ✘ ✘ ✘ 1538

Torino 2014 
arXiv:1312.6261 parton model ✔ 

(separately)
✔ 

(separately)
✘ ✘ 576 (H) 

6284 (C)
DEMS 2014 

arXiv:1407.3311  NNLL ✘ ✘ ✔ ✔ 223

EIKV 2014 
 arXiv:1401.5078  NLL 1 (x,Q2) bin 1 (x,Q2) bin ✔ ✔ 500 (?)

SIYY 2014

arXiv:1406.3073 NLLʹ ✘ ✔ ✔ ✔ 200 (?)

Pavia 2017

arXiv:1703.10157 NLL ✔ ✔ ✔ ✔ 8059

SV 2017

arXiv:1706.01473 NNLLʹ ✘ ✘ ✔ ✔ 309

BSV 2019

arXiv:1902.08474 NNLLʹ ✘ ✘ ✔ ✔ 457

SV 2019

arXiv:1912.06532 N3LL- ✔ ✔ ✔ ✔ 1039

Pavia 2019

arXiv:1912.07550 N3LL ✘ ✘ ✔ ✔ 353

MAP22

arXiv:2206.07598 N3LL- ✔ ✔ ✔ ✔ 2031

http://arxiv.org/abs/arXiv:1309.3507
http://arxiv.org/abs/arXiv:1407.3311
http://arxiv.org/abs/arXiv:1401.5078
http://arxiv.org/abs/arXiv:1406.3073
http://arxiv.org/abs/arXiv:1703.10157
https://arxiv.org/abs/2206.07598
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Scimemi, Vladimirov, 
arXiv:1912.06532

MAP Collaboration 
Bacchetta, Bertone, Bissolotti, Bozzi, Cerutti, 
Piacenza, Radici, Signori, arXiv:2206.07598

PHENIX

E288
E605
E772

LHCb
CDF, D0

ATLAS
CMS

ATLAS(116<Q<150)

ATLAS(46<Q<66)

HERMES

COMPASS

Total:
457 DY points
582 SIDIS points
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Figure 5. Density of data in the plane (Q, x) (a darker color corresponds to a higher density).

The kinematic region in x and Q covered by the data set and thus contributing to the deter-
mination of TMDPDF is shown in fig. 5. The boxes enclose the sub-regions covered by the single
data sets. Looking at fig. 5, it is possible to distinguish two main clusters of data: the “low-energy
experiments”, i.e. E288, E605, E772, PHENIX, COMPASS and HERMES that place themselves
at invariant-mass energies between 1 and 18 GeV, and the “high-energy experiments”, i.e. all those
from Tevatron and LHC, that are instead distributed around the Z-peak region. From this plot we
observe that, kinematic ranges of SIDIS and DY data do not overlap.

As a final comment of this section let us mention that our data selection is particularly conser-
vative because it drops points that could potentially be described by TMD factorization (see e.g.
ref. [18] where a less conservative choice of cuts is used). However, our fitted data set guarantees
that we operate well within the range of validity of TMD factorization. In sec. 7 we show that
unexpectedly our extraction can describe a larger set of data as well.

4 Fit procedure

The experimental data are usually provided in a form specific for each setup. In order to extract
valuable information for the TMD extraction, one has to detail the methodology that has been
followed, and this is the purpose of this section. Finally, we also provide a suitable definition of the
�2 that allows for a correct exploitation of experimental uncertainties.

4.1 Treatment of nuclear targets and charged hadrons

The data from E288, E605 (Cu), E772, COMPASS, (part of) HERMES (isoscalar targets) come
from nuclear target processes. In these cases, we perform the iso-spin rotation of the corresponding
TMDPDF that simulates the nuclear-target effects. For example, we replace u-, and d-quark
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A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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The kinematic region in x and Q covered by the data set and thus contributing to the deter-
mination of TMDPDF is shown in fig. 5. The boxes enclose the sub-regions covered by the single
data sets. Looking at fig. 5, it is possible to distinguish two main clusters of data: the “low-energy
experiments”, i.e. E288, E605, E772, PHENIX, COMPASS and HERMES that place themselves
at invariant-mass energies between 1 and 18 GeV, and the “high-energy experiments”, i.e. all those
from Tevatron and LHC, that are instead distributed around the Z-peak region. From this plot we
observe that, kinematic ranges of SIDIS and DY data do not overlap.

As a final comment of this section let us mention that our data selection is particularly conser-
vative because it drops points that could potentially be described by TMD factorization (see e.g.
ref. [18] where a less conservative choice of cuts is used). However, our fitted data set guarantees
that we operate well within the range of validity of TMD factorization. In sec. 7 we show that
unexpectedly our extraction can describe a larger set of data as well.

4 Fit procedure

The experimental data are usually provided in a form specific for each setup. In order to extract
valuable information for the TMD extraction, one has to detail the methodology that has been
followed, and this is the purpose of this section. Finally, we also provide a suitable definition of the
�2 that allows for a correct exploitation of experimental uncertainties.

4.1 Treatment of nuclear targets and charged hadrons

The data from E288, E605 (Cu), E772, COMPASS, (part of) HERMES (isoscalar targets) come
from nuclear target processes. In these cases, we perform the iso-spin rotation of the corresponding
TMDPDF that simulates the nuclear-target effects. For example, we replace u-, and d-quark
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A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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FIG. 7: Same conventions and notation as in previous figure but for unidentified positively charged hadrons o↵ deuteron
target.

those at the LHC. As already pointed out in Ref. [7], this most likely originates from the fact that low-energy
DY data are a↵ected by larger errors and collinear PDFs at these kinematics have larger uncertainties.

From Tab. IV, we also note that the quality of our fit for the ATLAS datasets is poor. In particular, the
description worsens for the first two low-rapidity bins of both ATLAS 7 TeV and ATLAS 8 TeV datasets,
the worst case being at |y| < 1 for ATLAS 7 TeV. Several e↵ects might be responsible for this result. Since
the experimental observable is a normalized cross section, systematic errors cancel in the ratio producing
measurements with very small error bars. Fitting these data is very di�cult, also because small theoretical
e↵ects can give significant contributions to the �

2. Moreover, di↵erent implementations of phase-space cuts on
the final-state leptons could lead to modifications in both the shape and the normalization of the theoretical
observable (see, e.g., Ref. [32, 105, 106]). We leave this issue for future studies. At variance with Ref. [22], we
obtain our results without excluding any extra data points on top of the ones exceeding the maximum value of
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FIG. 12: Graphical representation of the correlation matrix for the fitted parameters.
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FIG. 13: The TMD PDF of the up quark in a proton at µ =
p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right panel) as

a function of the partonic transverse momentum |k?| for x = 0.001, 0.01 and 0.1. The uncertainty bands represent the
68% CL.

Fig. 3). Future data from the Electron-Ion Collider (EIC) are expected to play an important role in getting a
better description of the TMD PDFs at low x [107, 108].

In Fig. 14, we show the TMD FF for the up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left

panel) and 10 GeV (right panel) as a function of the pion transverse momentum |P?| (with respect to the
fragmenting quark axis) for two di↵erent values of z = 0.3 and 0.6. As in the previous figure, the uncertainty
bands correspond to the 68% CL. In both left and right panels, an additional structure clearly emerges at
intermediate P?, especially at z = 0.3, which is induced by the weighted Gaussian in Eq. (39). Further
investigations on this topic are needed, and data from electron-positron annihilations would be valuable to
better explore these features.

We stress that the error bands displayed in Figs. 13-14 reflect the uncertainty on the fitted parameters (see
Eqs. (38)-(39)) that are determined by taking into account the uncertainty on the collinear PDFs and FFs as
discussed in Sec. III C. However, since the fits are performed using the central set of the collinear distributions,
all TMD replicas have the same integral in k? (i.e., their values at bT = 0 are the same). As a consequence,
the plots in Figs. 13-14 only partially account for the error of the collinear distributions.
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/Ndat for di↵erent configurations of the kinematic cut on SIDIS data sets (see text). The blue point

corresponds to the reference cut used in the present baseline fit.

In conclusion, from our analysis it emerges that the validity of the TMD formalism in the kinematic region
covered by COMPASS and HERMES seems to extend well beyond the customary cut |qT |/Q ⌧ 1.

This evidence justifies in a quantitative way our choice for the cut |qT |/Q in Eq. (54) for the baseline fit, and
explains why we obtain values of �2

/Ndat close to one also with less conservative cuts. Moreover, it suggests
that the applicability of TMD factorization in SIDIS might be defined in terms of |PhT | rather than |qT |, calling
for more extensive studies in this direction.
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FIG. 18: Comparison between COMPASS multiplicities and theoretical results for the SIDIS production of unidentified
positively charged hadrons o↵ a deuteron target at 1.3 < Q < 1.73 GeV, 0.02 < x < 0.032 and 0.3 < z < 0.4 as a
function of |PhT |/Q. Upper panel: light-blue rectangles for baseline fit at 68% CL, empty squares for data points not
included in the baseline fit. Lower panel: ratio between experimental data and theoretical results.

V. CONCLUSIONS AND OUTLOOK

In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).
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In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
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MAPTMD22.
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from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).
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In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).
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|qT | ∼ 1.5 Q!
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In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).
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The MAP22 cut is already considered to ge “generous”,  
but the physics seems to be the same for a much wider PT

|qT | ∼ 1.5 Q!
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Figure 1: The first transverse moment x f?(1)
1T of the Sivers TMD as a function of x for the up (upper panel) and down quark (lower panel). Solid

band: the 68% confidence interval obtained in this work at Q2 = 4 GeV2. Hatched bands from PV11 [14], EIKV [16], TC18 [17] and at di↵erent
Q2 as indicated in the figure.

level only if the observable’s values follow a Gaussian distribution, which is not true in general. When it is not possible
to draw uncertainty bands, we report the results obtained using replica 105, which was selected as a representative
replica, since its parameters are closer to the average ones both in the unpolarized and polarized case.

We obtain an excellent agreement between the experimental measurements and our theoretical prediction, with an
overall value of �2/d.o.f.= 1.08 ± 0.06 (total �2 = 110 ± 6). Our parametrization is able to describe very well the
COMPASS 2009 data set (32 points with �2 = 28.3 ± 3.1), the COMPASS 2017 data set (50 points with �2 = 29.3 ± 4.9),
and the JLab data set (6 points with �2 = 3.8± 0.5). The agreement with the HERMES data set is worse (30 points with
�2 = 49.8± 4.8). We checked that the largest contribution to the �2 comes from the subset of data with K� in the final
state [36]. Our predictions well describe also the z and PhT distributions, even if those projections of the data were
not included in the fit. (More information about the fit procedure, the best-fit parameters and the agreement with data
can be found in App. Appendix B.)

In Fig. 1, we show the first transverse moment x f?(1)
1T (Eq. (5), multiplied by x) as a function of x at Q0 =

2 GeV2 for the up (upper panel) and down quark (lower panel). We compare our results (solid band) with other
parametrizations available in the literature [14, 16, 17] (hatched bands, as indicated in the figure). In agreement with
previous studies, the distribution for the up quark is negative, while for the down quark is positive and both have a
similar magnitude. The Sivers function for sea quarks is very small and compatible with zero.

In general, the result of a fit is biased whenever a specific fitting functional form is chosen at the initial scale. In
our case, we tried to reduce this bias by adopting a flexible functional form, as it is evident particularly in Eq. (8).
Nevertheless, we stress that our extraction is still a↵ected by this bias and extrapolations outside the range where data
exist (0.01 . x . 0.3) should be taken with due care. At variance with other studies, in the denominator of the
asymmetry in Eq. (10) we are using unpolarized TMDs that were extracted from data in our previous Pavia17 fit, with
their own uncertainties. Therefore, our uncertainty bands in Fig. 1 represent the most realistic estimate that we can
currently make on the statistical error of the Sivers function.

In Fig. 2, we show the density distribution ⇢a
p" of unpolarized quarks in a transversely polarized proton defined in

Eq. (1), at x = 0.1 (upper panels) and x = 0.01 (lower panels) and at the scale Q2 = 4 GeV2. The proton is moving

4
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Figure 19. Qiu-Sterman function at µ = 10GeV for different quark flavors, derived from the Sivers
function (4.11). Our results are labeled as BPV20. The black line shows the CF value. Blue band shows
68%CI without gluon contribution added. The green band shows the band obtained by adding the gluon
contribution estimated to be G

(+) = ±|Td + Tu| as described in the text. Our results are compared
to JAM20 [30] (gray dashed line with the error corridor hatched), PV20 [29] (magenta hatched region),
ETK20 [31] (violet hatched region, dashed line).

4.6 Analysis of the sign change

The sign-change of the Sivers function (2.3) is one of the principal predictions of the TMD factoriza-
tion theorem. It follows from the nontrivial shape of the gauge-link contour within TMD operators
(2.1) and would be absent in the case of a straight gauge link. Here, we attempt to estimate the
significance of the sign-change.
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4.6 Analysis of the sign change

The sign-change of the Sivers function (2.3) is one of the principal predictions of the TMD factoriza-
tion theorem. It follows from the nontrivial shape of the gauge-link contour within TMD operators
(2.1) and would be absent in the case of a straight gauge link. Here, we attempt to estimate the
significance of the sign-change.
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Fig. 5: Extracted Drell-Yan TSAs related to Sivers, transversity and pretzelosity TMD PDFs (top to
bottom). Error bars represent statistical uncertainties. Systematic uncertainties (not shown) are 0.7 times
the statistical ones.
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Fig. 6: The measured mean Sivers asymmetry and the theoretical predictions for different Q2 evolution
schemes from Refs. [19] (DGLAP), [20] (TMD1) and [21] (TMD2). The dark-shaded (light-shaded)
predictions are evaluated with (without) the sign-change hypothesis. The error bar represents the total
experimental uncertainty.

values from this measurement is available on HepData [37]. The last column in Fig. 5 shows the results
for the three extracted TSAs integrated over the entire kinematic range. The average Sivers asymmetry
AsinjS

T is found to be above zero at about one standard deviation of the total uncertainty. In Fig. 6, it
is compared with recent theoretical predictions from Refs. [19, 20, 21] that are based on different Q2-
evolution approaches. The positive sign of these theoretical predictions for the DY Sivers asymmetry was
obtained by using the sign-change hypothesis for the Sivers TMD PDFs, and the numerical values are
based on a fit of SIDIS data for the Sivers TSA [9, 11, 12]. The figure shows that this first measurement
of the DY Sivers asymmetry is consistent with the predicted change of sign for the Sivers function.

The average value for the TSA Asin(2jCS�jS)
T is measured to be below zero with a significance of about

two standard deviations. The obtained magnitude of the asymmetry is in agreement with the model
calculations of Ref. [38] and can be used to study the universality of the nucleon transversity function.
The TSA Asin(2jCS+jS)

T , which is related to the nucleon pretzelosity TMD PDFs, is measured to be above
zero with a significance of about one standard deviation. Since both Asin(2jCS�jS)

T and Asin(2jCS+jS)
T are

related to the pion Boer-Mulders PDFs, the obtained results may be used to study this function further and
to possibly determine its sign. They may also be used to test the sign change of the nucleon Boer-Mulders
TMD PDFs between SIDIS and DY as predicted by QCD [6, 7, 8], when combined with other past and
future SIDIS and DY data related to target-spin-independent Boer-Mulders asymmetries [39, 40, 41].
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sign change

no sign change
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FIG. 10. JLab measurement of the Sivers asymmetry for a neu-
tron target [45] as a function of xB . The central curve as well as
the uncertainty band are generated using the result from fit 1.
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FIG. 11. COMPASS Drell-Yan measurement for ⇡�-p collision [46] as a function of q?, Q, xF , xN , and x⇡ from left to right.
The central curve as well as the uncertainty band are generated using the result from fit 1 in Tab. I.

FIG. 12. Prediction for the Sivers asymmetry for p+p ! W/Z at
p
S = 500 GeV [47] using the result of fit 1 in Tab. I. We plot

only the central curve from fit 1 here since the size of the uncertainty band is small for this prediction. Left: The y dependent
data integrated in q? from 0.5 to 10 GeV. Right: The q? dependent data integrated in y from �1 to 1.

times smaller in magnitude than the valence quarks, and
are both positive. For the s-quark, we find that the mag-
nitude is approximately 5 times smaller than the valence
quarks in magnitude and is negative. Finally for the s̄-
quark, we find that the magnitude is very small and that
the sign is not well determined in this fit.

In Figs. 8, 9, and 10, we plot our theoretical curves
against the SIDIS data. Fig. 8 is for COMPASS deuteron

target (left panel) and for HERMES proton target (right
panel), and for both pions and kaons. Fig. 9 is for charged
hadrons from COMPASS proton target. Fig. 10 is for
pion production on a neutron target from JLab. Fi-
nally in Fig. 11 we plot theoretical curves against the
COMPASS Drell-Yan lepton pair data in ⇡

� + p colli-

sions. We plot the asymmetry A
sin(�q��s)

UT as a function
of transverse momentum q?, invariant mass Q, Feynman

https://arxiv.org/abs/2009.10710
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times smaller in magnitude than the valence quarks, and
are both positive. For the s-quark, we find that the mag-
nitude is approximately 5 times smaller than the valence
quarks in magnitude and is negative. Finally for the s̄-
quark, we find that the magnitude is very small and that
the sign is not well determined in this fit.

In Figs. 8, 9, and 10, we plot our theoretical curves
against the SIDIS data. Fig. 8 is for COMPASS deuteron

target (left panel) and for HERMES proton target (right
panel), and for both pions and kaons. Fig. 9 is for charged
hadrons from COMPASS proton target. Fig. 10 is for
pion production on a neutron target from JLab. Fi-
nally in Fig. 11 we plot theoretical curves against the
COMPASS Drell-Yan lepton pair data in ⇡

� + p colli-

sions. We plot the asymmetry A
sin(�q��s)

UT as a function
of transverse momentum q?, invariant mass Q, Feynman

Agreement with sign change of Sivers function  
(but the significance is still low) 
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For the transverse-momentum widths hk2⊥i
q
f of the TMD

PDFs fq1 and h
q
1 , two Gaussian widths are used, one for the

valence type (q ¼ u, d) and one for the sea-quark type
(q ¼ ū; d̄; s; s̄) functions. Similarly, for the TMD FFs two
Gaussian widths for hp2

⊥i
h=q
D are used, for the favored (such

as u or d̄ to πþ) and unfavored (ū or d to πþ) type of FF.
In total, we therefore have 23 parameters to be extracted
from data, 19 of which describe FsinðϕhþϕsÞ

UT and 4 for the
transverse part of FUU. To determine the latter, we perform
an independent fit to the HERMES π% and K% multiplicity
data [53], which include 978 data points that survive the
same cuts as employed for AsinðϕhþϕsÞ

UT .
Using the nested sampling MC algorithm [35–37], we

compute the expectation value E[O] and variance V[O],

E½O' ¼
Z

dnaPðajdataÞOðaÞ ≃
X

k

wkOðakÞ; ð8aÞ

V½O' ¼
Z

dnaPðajdataÞðOðaÞ − E½O'Þ2

≃
X

k

wkðOðakÞ − E½O'Þ2; ð8bÞ

for each observable O (such as a TMD or a function of
TMDs), which is a function of the n-dimensional vector
parameters a with probability density PðajdataÞ [40].
Using Bayes’ theorem, the latter is given by

PðajdataÞ ¼ 1

Z
LðdatajaÞπðaÞ; ð9Þ

where πðaÞ is the prior distribution for the vector param-
eters a, and

LðdatajaÞ ¼ exp
!
−
1

2
χ2ðaÞ

"
ð10Þ

is the likelihood function, with Z ¼
R
dnaLðdatajaÞπðaÞ

the Bayesian evidence parameter. Using a flat prior, the
nested sampling algorithm constructs a set of MC samples
fakg with weights fwkg, which are then used to evaluate
the integrals in Eqs. (8).
The results of the fit indicate good overall agreement

with the Collins πþ and π− asymmetries, as illustrated in
Fig. 1, for both HERMES [47] and COMPASS [48,49]
data, with marginally better fits for the latter. The χ2=datum
values for the πþ and π− data are 28.6=53 and 40.4=53,
respectively, for a total of 68.9=106 ≈ 0.65. The larger χ2

for π− stems from the few outlier points in the x and z
spectra, as evident in Fig. 1. The SIDIS-only fit is almost
indistinguishable, with χ2SIDIS ¼ 69.2. Clearly, our MC
results do not indicate any tension between the SIDIS data
and lattice QCD calculations of gT , nor any “transverse spin
problem.”

The resulting transversity PDFs hu1 and hd1 and Collins

favored and unfavored FFs, H⊥ð1Þ
1ðfavÞ and H⊥ð1Þ

1ðunfÞ, are plotted
in Fig. 2 for both the SIDIS-only and SIDISþ lattice fits.
The positive (negative) sign for the u (d) transversity PDF
is consistent with previous extractions, and correlates with
the same sign for the Collins FFs in the region of z directly
constrained by data. The larger jhd1j compared with jhu1j
reflects the larger magnitude of the (negative) π− asym-
metry than the (positive) π− asymmetry. At lower z values,
outside the measured region, the uncertainties on the
Collins FFs become extremely large. Interestingly, inclu-
sion of the lattice gT datum has very little effect on the
central values of the distributions, but reduces significantly
the uncertainty bands. The fitted antiquark transversity is
consistent with zero, within relatively large uncertainties,
and is not shown in Fig. 2.
For the transverse momentum widths, our analysis of the

HERMES multiplicities [53] gives a total χ2=datum of
1079=978, with hk2⊥i

q
f1
¼0.59ð1ÞGeV2 and 0.64ð6Þ GeV2

for the unpolarized valence and sea quark PDF widths,
and hp2

⊥i
π=q
D1

¼ 0.116ð2Þ GeV2 and 0.140ð2Þ GeV2 for the

FIG. 1. A comparison of the full SIDISþ lattice fit with the πþ

(filled circles) and π− (open circles) Collins asymmetries
AsinðϕhþϕsÞ
UT from HERMES [47] and COMPASS [48,49] data

(in percent), as a function of x, z, and Ph⊥ (in GeV).

FIG. 2. Transversity PDFs hu;d1 and favored zH⊥ð1Þ
1ðfavÞ and

unfavored zH⊥ð1Þ
1ðunfÞ Collins FFs for the SIDIS þ lattice fit (red

and blue bands) at Q2 ¼ 2 GeV2, compared with the SIDIS-only
fit uncertainties (yellow bands). The range of direct experimental
constraints is indicated by the horizontal dashed lines.
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FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q2 = 2.4 GeV2 (central panel) and at Q2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.
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FIG. 7: Comparison of our reference best fit results (red, solid lines) for the valence u and d quark transversity distributions
(left panel) and for the lowest p? moment of the favoured and disfavoured Collins functions (right panel), at Q2 = 2.4 GeV2,
with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01(z) + biP11(z) i = fav, dis (41)

where P01(z) = (1� z) and P11(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav(z) and NC
dis(z) as given in Eq. (41).

Anselmino et al.,  
arXiv:1510.05389

Radici, Bacchetta,  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FIG. 6: The sea transversity distributions xhū
1 and xhd̄

1 (left) and xhū
1 + xhd̄

1 (right) in Scenario 2.

〈x〉 Q2 (GeV2/c2) xhuv

1 xhdv
1 xhū

1 xhd̄
1

0.006 1.27 0.01 ± 0.04 0.23 ± 0.11 -0.07 ± 0.05 0.14 ± 0.11
0.010 1.55 0.05 ± 0.03 0.03 ± 0.06 0.00 ± 0.03 0.07 ± 0.07
0.016 1.83 0.02 ± 0.02 0.08 ± 0.06 -0.01 ± 0.03 0.11 ± 0.06
0.025 2.17 0.01 ± 0.02 -0.03 ± 0.05 0.01 ± 0.02 0.00 ± 0.05
0.040 2.83 0.01 ± 0.02 -0.07 ± 0.06 0.02 ± 0.03 -0.02 ± 0.06
0.063 4.34 0.09 ± 0.03 -0.04 ± 0.08 0.00 ± 0.04 0.07 ± 0.09
0.101 6.76 0.16 ± 0.04 -0.13 ± 0.11 0.02 ± 0.05 0.02 ± 0.12
0.163 10.5 0.10 ± 0.04 -0.25 ± 0.15 -0.01 ± 0.06 -0.06 ± 0.17
0.288 22.6 0.19 ± 0.05 -0.10 ± 0.18 0.00 ± 0.07 0.10 ± 0.20

TABLE IV: Values of the valence and sea transversity distributions from the Collins asymmetries for Scenario
2. Note that the Q2 values refer to the proton data. The deuteron data are taken at slightly larger Q2 and in the
last bin it is Q2 = 25.9 GeV2/c2. Errors are statistical only.

experimental Collaborations, and no attempt has been made to try to assign a systematic error to the

results. For the Collins extraction, the fact that different scenarios for the H⊥(1/2)
1,fav /H⊥(1/2)

1,unf ratio and for
the evolution lead to results which differ only by few percent is an indication that in our approach the

x
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FIG. 7: The valence transversity distributions from dihadron (open points) and Collins asymmetries (solid points).
Black circles represent xhuv

1 , red squares represent xhdv
1 . The transversity extracted from single-hadron leptopro-

duction refers to Scenario 2.
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transversity function for Radici, Bacchetta ‘18 and Benel, et al. ’20 are for valence u and d quarks.
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FIG. 5: Plot of (left) h
u-d
1 (x)/gT , where h

u-d
1 (x) ⌘ h

u
1 (x) � h

d
1(x), from the lattice calculation of Ref. [131] (at Q

2 = 2 GeV2)
using m⇡ = 358 MeV with statistical and systematic uncertainties added in quadrature (purple), and (right) h

u
1 (x) and h

d
1(x)

from the lattice calculation of Refs. [132, 167] (at Q
2 = 4 GeV2) at the physical pion mass with only statistical uncertainties,

compared to our JAM3D-22 result (blue) at Q
2 = 4 GeV2.

discrepancy in the reconstructed shape is partly due to differences in the treatment of the lattice data in the quasi-
PDF and pseudo-PDF approaches. Such a systematic effect is non-trivial to quantify. The agreement with h

d

1(x) is
very good for the entire x range. Now that the lattice gT data point is included in JAM3D-22, along with imposing
the Soffer bound, we find the uncertainties in the phenomenological transversity function are similar to those from
lattice QCD.

Lastly, the increase in size and slower fall off at larger x of f
?(1)
1T

(x) is a consequence of the 3D-binned HERMES
Sivers effect data (see Appendix A). This change in the function makes the magnitude of JAM3D-22’s f

?(1)
1T

(x) more
consistent with the recent extractions in Ref. [57] (Echevarria, et al. ‘20 in Fig. 4) as well as Ref. [60] (Bacchetta, et
al. ‘21 in Fig. 4). However, in JAM3D-22 the fall off in the Sivers function at larger x is generally slower than [57, 60]. We
note that neither [57] nor [60] used the new 3D-binned HERMES data in their analyses. The method used in Ref. [59]
(Bury, et al. ‘21 in Fig. 6) to extract the Sivers function is different than the groups shown in Fig. 4. The authors
directly extracted f̃

?
1T

(x, bT ), and the connection to the Qiu-Sterman function FFT (x, x) (and consequently f
?(1)
1T

(x))
was made via a model independent inversion of the OPE relation at particular values of Q = 10 GeV and bT = 0.11
GeV�1 that allow to minimize logarithmic corrections. Therefore, in Fig. 6 we compare the Fourier transformed
result of Ref. [59] to our kT -dependent function at Q

2 = 4GeV2. The curves are similar at small kT which suggests
that at HERMES and COMPASS kinematics TMDs are predominantly dominated by non-perturbative contributions;
however, they start to deviate from each other at larger values of kT due to the inclusion of gluon radiation effects in
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also displayed (cyan points). We note that for all groups the curves are the central values of the 68% confidence band. The
transversity function for Radici, Bacchetta ‘18 and Benel, et al. ’20 are for valence u and d quarks.
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discrepancy in the reconstructed shape is partly due to differences in the treatment of the lattice data in the quasi-
PDF and pseudo-PDF approaches. Such a systematic effect is non-trivial to quantify. The agreement with h

d

1(x) is
very good for the entire x range. Now that the lattice gT data point is included in JAM3D-22, along with imposing
the Soffer bound, we find the uncertainties in the phenomenological transversity function are similar to those from
lattice QCD.

Lastly, the increase in size and slower fall off at larger x of f
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al. ‘21 in Fig. 4). However, in JAM3D-22 the fall off in the Sivers function at larger x is generally slower than [57, 60]. We
note that neither [57] nor [60] used the new 3D-binned HERMES data in their analyses. The method used in Ref. [59]
(Bury, et al. ‘21 in Fig. 6) to extract the Sivers function is different than the groups shown in Fig. 4. The authors
directly extracted f̃
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(x, bT ), and the connection to the Qiu-Sterman function FFT (x, x) (and consequently f
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was made via a model independent inversion of the OPE relation at particular values of Q = 10 GeV and bT = 0.11
GeV�1 that allow to minimize logarithmic corrections. Therefore, in Fig. 6 we compare the Fourier transformed
result of Ref. [59] to our kT -dependent function at Q

2 = 4GeV2. The curves are similar at small kT which suggests
that at HERMES and COMPASS kinematics TMDs are predominantly dominated by non-perturbative contributions;
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“CONSOLIDATED” TRANSVERSITY FITS

40

For the transverse-momentum widths hk2⊥i
q
f of the TMD

PDFs fq1 and h
q
1 , two Gaussian widths are used, one for the

valence type (q ¼ u, d) and one for the sea-quark type
(q ¼ ū; d̄; s; s̄) functions. Similarly, for the TMD FFs two
Gaussian widths for hp2

⊥i
h=q
D are used, for the favored (such

as u or d̄ to πþ) and unfavored (ū or d to πþ) type of FF.
In total, we therefore have 23 parameters to be extracted
from data, 19 of which describe FsinðϕhþϕsÞ

UT and 4 for the
transverse part of FUU. To determine the latter, we perform
an independent fit to the HERMES π% and K% multiplicity
data [53], which include 978 data points that survive the
same cuts as employed for AsinðϕhþϕsÞ

UT .
Using the nested sampling MC algorithm [35–37], we

compute the expectation value E[O] and variance V[O],

E½O' ¼
Z

dnaPðajdataÞOðaÞ ≃
X

k

wkOðakÞ; ð8aÞ

V½O' ¼
Z

dnaPðajdataÞðOðaÞ − E½O'Þ2

≃
X

k

wkðOðakÞ − E½O'Þ2; ð8bÞ

for each observable O (such as a TMD or a function of
TMDs), which is a function of the n-dimensional vector
parameters a with probability density PðajdataÞ [40].
Using Bayes’ theorem, the latter is given by

PðajdataÞ ¼ 1

Z
LðdatajaÞπðaÞ; ð9Þ

where πðaÞ is the prior distribution for the vector param-
eters a, and

LðdatajaÞ ¼ exp
!
−
1

2
χ2ðaÞ

"
ð10Þ

is the likelihood function, with Z ¼
R
dnaLðdatajaÞπðaÞ

the Bayesian evidence parameter. Using a flat prior, the
nested sampling algorithm constructs a set of MC samples
fakg with weights fwkg, which are then used to evaluate
the integrals in Eqs. (8).
The results of the fit indicate good overall agreement

with the Collins πþ and π− asymmetries, as illustrated in
Fig. 1, for both HERMES [47] and COMPASS [48,49]
data, with marginally better fits for the latter. The χ2=datum
values for the πþ and π− data are 28.6=53 and 40.4=53,
respectively, for a total of 68.9=106 ≈ 0.65. The larger χ2

for π− stems from the few outlier points in the x and z
spectra, as evident in Fig. 1. The SIDIS-only fit is almost
indistinguishable, with χ2SIDIS ¼ 69.2. Clearly, our MC
results do not indicate any tension between the SIDIS data
and lattice QCD calculations of gT , nor any “transverse spin
problem.”

The resulting transversity PDFs hu1 and hd1 and Collins

favored and unfavored FFs, H⊥ð1Þ
1ðfavÞ and H⊥ð1Þ

1ðunfÞ, are plotted
in Fig. 2 for both the SIDIS-only and SIDISþ lattice fits.
The positive (negative) sign for the u (d) transversity PDF
is consistent with previous extractions, and correlates with
the same sign for the Collins FFs in the region of z directly
constrained by data. The larger jhd1j compared with jhu1j
reflects the larger magnitude of the (negative) π− asym-
metry than the (positive) π− asymmetry. At lower z values,
outside the measured region, the uncertainties on the
Collins FFs become extremely large. Interestingly, inclu-
sion of the lattice gT datum has very little effect on the
central values of the distributions, but reduces significantly
the uncertainty bands. The fitted antiquark transversity is
consistent with zero, within relatively large uncertainties,
and is not shown in Fig. 2.
For the transverse momentum widths, our analysis of the

HERMES multiplicities [53] gives a total χ2=datum of
1079=978, with hk2⊥i

q
f1
¼0.59ð1ÞGeV2 and 0.64ð6Þ GeV2

for the unpolarized valence and sea quark PDF widths,
and hp2

⊥i
π=q
D1

¼ 0.116ð2Þ GeV2 and 0.140ð2Þ GeV2 for the

FIG. 1. A comparison of the full SIDISþ lattice fit with the πþ

(filled circles) and π− (open circles) Collins asymmetries
AsinðϕhþϕsÞ
UT from HERMES [47] and COMPASS [48,49] data

(in percent), as a function of x, z, and Ph⊥ (in GeV).

FIG. 2. Transversity PDFs hu;d1 and favored zH⊥ð1Þ
1ðfavÞ and

unfavored zH⊥ð1Þ
1ðunfÞ Collins FFs for the SIDIS þ lattice fit (red

and blue bands) at Q2 ¼ 2 GeV2, compared with the SIDIS-only
fit uncertainties (yellow bands). The range of direct experimental
constraints is indicated by the horizontal dashed lines.
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FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q2 = 2.4 GeV2 (central panel) and at Q2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.
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with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01(z) + biP11(z) i = fav, dis (41)

where P01(z) = (1� z) and P11(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav(z) and NC
dis(z) as given in Eq. (41).

Anselmino et al.,  
arXiv:1510.05389
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FIG. 6: The sea transversity distributions xhū
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1 (left) and xhū
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1 (right) in Scenario 2.

〈x〉 Q2 (GeV2/c2) xhuv

1 xhdv
1 xhū

1 xhd̄
1

0.006 1.27 0.01 ± 0.04 0.23 ± 0.11 -0.07 ± 0.05 0.14 ± 0.11
0.010 1.55 0.05 ± 0.03 0.03 ± 0.06 0.00 ± 0.03 0.07 ± 0.07
0.016 1.83 0.02 ± 0.02 0.08 ± 0.06 -0.01 ± 0.03 0.11 ± 0.06
0.025 2.17 0.01 ± 0.02 -0.03 ± 0.05 0.01 ± 0.02 0.00 ± 0.05
0.040 2.83 0.01 ± 0.02 -0.07 ± 0.06 0.02 ± 0.03 -0.02 ± 0.06
0.063 4.34 0.09 ± 0.03 -0.04 ± 0.08 0.00 ± 0.04 0.07 ± 0.09
0.101 6.76 0.16 ± 0.04 -0.13 ± 0.11 0.02 ± 0.05 0.02 ± 0.12
0.163 10.5 0.10 ± 0.04 -0.25 ± 0.15 -0.01 ± 0.06 -0.06 ± 0.17
0.288 22.6 0.19 ± 0.05 -0.10 ± 0.18 0.00 ± 0.07 0.10 ± 0.20

TABLE IV: Values of the valence and sea transversity distributions from the Collins asymmetries for Scenario
2. Note that the Q2 values refer to the proton data. The deuteron data are taken at slightly larger Q2 and in the
last bin it is Q2 = 25.9 GeV2/c2. Errors are statistical only.

experimental Collaborations, and no attempt has been made to try to assign a systematic error to the

results. For the Collins extraction, the fact that different scenarios for the H⊥(1/2)
1,fav /H⊥(1/2)

1,unf ratio and for
the evolution lead to results which differ only by few percent is an indication that in our approach the
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FIG. 7: The valence transversity distributions from dihadron (open points) and Collins asymmetries (solid points).
Black circles represent xhuv

1 , red squares represent xhdv
1 . The transversity extracted from single-hadron leptopro-

duction refers to Scenario 2.
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FIG. 4: The extracted functions h1(x), f?(1)
1T (x), and H

?(1)
1 (z) at Q

2 = 4 GeV2 from our JAM3D-22 global analysis (blue solid
curves with 1-� CL error bands) compared to the functions from other groups. The generated Soffer bound (SB) data are
also displayed (cyan points). We note that for all groups the curves are the central values of the 68% confidence band. The
transversity function for Radici, Bacchetta ‘18 and Benel, et al. ’20 are for valence u and d quarks.
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FIG. 5: Plot of (left) h
u-d
1 (x)/gT , where h

u-d
1 (x) ⌘ h

u
1 (x) � h

d
1(x), from the lattice calculation of Ref. [131] (at Q

2 = 2 GeV2)
using m⇡ = 358 MeV with statistical and systematic uncertainties added in quadrature (purple), and (right) h

u
1 (x) and h

d
1(x)

from the lattice calculation of Refs. [132, 167] (at Q
2 = 4 GeV2) at the physical pion mass with only statistical uncertainties,

compared to our JAM3D-22 result (blue) at Q
2 = 4 GeV2.

discrepancy in the reconstructed shape is partly due to differences in the treatment of the lattice data in the quasi-
PDF and pseudo-PDF approaches. Such a systematic effect is non-trivial to quantify. The agreement with h

d

1(x) is
very good for the entire x range. Now that the lattice gT data point is included in JAM3D-22, along with imposing
the Soffer bound, we find the uncertainties in the phenomenological transversity function are similar to those from
lattice QCD.

Lastly, the increase in size and slower fall off at larger x of f
?(1)
1T

(x) is a consequence of the 3D-binned HERMES
Sivers effect data (see Appendix A). This change in the function makes the magnitude of JAM3D-22’s f

?(1)
1T

(x) more
consistent with the recent extractions in Ref. [57] (Echevarria, et al. ‘20 in Fig. 4) as well as Ref. [60] (Bacchetta, et
al. ‘21 in Fig. 4). However, in JAM3D-22 the fall off in the Sivers function at larger x is generally slower than [57, 60]. We
note that neither [57] nor [60] used the new 3D-binned HERMES data in their analyses. The method used in Ref. [59]
(Bury, et al. ‘21 in Fig. 6) to extract the Sivers function is different than the groups shown in Fig. 4. The authors
directly extracted f̃

?
1T

(x, bT ), and the connection to the Qiu-Sterman function FFT (x, x) (and consequently f
?(1)
1T

(x))
was made via a model independent inversion of the OPE relation at particular values of Q = 10 GeV and bT = 0.11
GeV�1 that allow to minimize logarithmic corrections. Therefore, in Fig. 6 we compare the Fourier transformed
result of Ref. [59] to our kT -dependent function at Q

2 = 4GeV2. The curves are similar at small kT which suggests
that at HERMES and COMPASS kinematics TMDs are predominantly dominated by non-perturbative contributions;
however, they start to deviate from each other at larger values of kT due to the inclusion of gluon radiation effects in
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FIG. 5: Plot of (left) h
u-d
1 (x)/gT , where h

u-d
1 (x) ⌘ h

u
1 (x) � h

d
1(x), from the lattice calculation of Ref. [131] (at Q

2 = 2 GeV2)
using m⇡ = 358 MeV with statistical and systematic uncertainties added in quadrature (purple), and (right) h

u
1 (x) and h

d
1(x)

from the lattice calculation of Refs. [132, 167] (at Q
2 = 4 GeV2) at the physical pion mass with only statistical uncertainties,

compared to our JAM3D-22 result (blue) at Q
2 = 4 GeV2.

discrepancy in the reconstructed shape is partly due to differences in the treatment of the lattice data in the quasi-
PDF and pseudo-PDF approaches. Such a systematic effect is non-trivial to quantify. The agreement with h

d

1(x) is
very good for the entire x range. Now that the lattice gT data point is included in JAM3D-22, along with imposing
the Soffer bound, we find the uncertainties in the phenomenological transversity function are similar to those from
lattice QCD.

Lastly, the increase in size and slower fall off at larger x of f
?(1)
1T

(x) is a consequence of the 3D-binned HERMES
Sivers effect data (see Appendix A). This change in the function makes the magnitude of JAM3D-22’s f

?(1)
1T

(x) more
consistent with the recent extractions in Ref. [57] (Echevarria, et al. ‘20 in Fig. 4) as well as Ref. [60] (Bacchetta, et
al. ‘21 in Fig. 4). However, in JAM3D-22 the fall off in the Sivers function at larger x is generally slower than [57, 60]. We
note that neither [57] nor [60] used the new 3D-binned HERMES data in their analyses. The method used in Ref. [59]
(Bury, et al. ‘21 in Fig. 6) to extract the Sivers function is different than the groups shown in Fig. 4. The authors
directly extracted f̃

?
1T

(x, bT ), and the connection to the Qiu-Sterman function FFT (x, x) (and consequently f
?(1)
1T

(x))
was made via a model independent inversion of the OPE relation at particular values of Q = 10 GeV and bT = 0.11
GeV�1 that allow to minimize logarithmic corrections. Therefore, in Fig. 6 we compare the Fourier transformed
result of Ref. [59] to our kT -dependent function at Q

2 = 4GeV2. The curves are similar at small kT which suggests
that at HERMES and COMPASS kinematics TMDs are predominantly dominated by non-perturbative contributions;
however, they start to deviate from each other at larger values of kT due to the inclusion of gluon radiation effects in
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knowledge of the down transversity
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FIG. 3: The tensor charges �u, �d, and gT . Our new JAM3D-22 results (blue) are compared to an analysis that does not include
the lattice gT data point (JAM3D-22 no LQCD in green) and to the JAM3D-20+ results (red) at Q

2 = 4 GeV2 along with others
from phenomenology (black), lattice QCD (purple), and Dyson-Schwinger (cyan).

values, but one cannot definitively determine this until lattice data is included. A similar conclusion was found in
Ref. [121]. That is, the analysis may be able to find solutions that are compatible with both lattice and experimental
data maintaining an acceptable value for the �

2
/npts.

We also mention that the behavior/uncertainty of the transversity PDF below x ⇠ 0.01 (the lowest x for which
there is data) does not affect the previous conclusions. Specifically, we calculated the truncated moments of the tensor
charges, integrating only down to x = 0.01, and found that �u = 0.78 ± 0.10, �d = �0.11 ± 0.09, gT = 0.89 ± 0.05,
which are almost exactly the values of the full moments. Actually, small x (below x ⇠ 0.01) is a region where different
dynamics set in, and one should resum logs of x rather than Q

2. These small-x evolution equations remove the
extrapolation bias inherent in parametrizing the x dependence because they are able to predict the small-x behavior
from first principles. Such a study was carried out recently for the helicity PDF [165]. Analogously, if one wants to
rigorously handle the small-x region for transversity, then the relevant small-x evolution equations derived in Ref. [166]
should be implemented into the analysis, which is beyond the scope of this work.

3. Comparison with other groups

The comparison of our JAM3D-22 non-perturbative functions with those from other groups is shown in Fig. 4. Now
that the Soffer bound is imposed in JAM3D-22, h

d

1(x) matches more closely to other extractions than the JAM3D-20/20+
version displayed in Fig. 1. However, a striking difference is still the large size of h

u

1 (x) in JAM3D-22 that now
saturates the Soffer bound at x & 0.35. This is necessary to not only describe the lattice gT data point but also the
A

⇡

N
measurements. Without including this information in the analysis (i.e., relying only on the standard TMD or

dihadron observables that are typically used to extract transversity), one does not find this solution for h
u

1 (x). This
function can actually describe all relevant SSAs considered here (TMD and collinear twist-3) sensitive to transversity
as well as obtain agreement with lattice tensor charge values. To further emphasize the fact that current TMD
observables and lattice are compatible, we also re-ran our analysis including only TMD observables (SIDIS, SIA, DY),
imposing the Soffer bound on transversity, and including the lattice gT data point. We found, similar to Ref. [121],
good agreement with experiment and lattice and a size for h

u

1 (x) that falls in between our JAM3D-22 result and those
from other groups (hd

1(x) remains similar to other groups, although slightly larger in magnitude than JAM3D-22). The
remaining increase in h

u

1 (x) seen in JAM3D-22 is due to the inclusion of A
⇡

N
data in the analysis.

Lattice QCD practitioners have also been able recently to calculate the x dependence of transversity through
the use of pseudo-PDFs [131] or quasi-PDFs [132, 133]. The quantity extracted in Ref. [131] was h

u-d
1 (x)/gT , where

h
u-d
1 (x) ⌘ h

u

1 (x)�h
d

1(x), using m⇡ = 358MeV. Therefore, we plot this same combination in the left panel of Fig. 5 and
compare to the lattice result. We find very good agreement across the entire x range. The computation of h

u

1 (x) and
h

d

1(x) in Refs. [132, 167] was at the physical pion mass, and we compare JAM3D-22 to that result in the right panel of
Fig. 5. The agreement with h

u

1 (x) is good for x . 0.5. The difference in the large-x region is mostly due to systematic
effects in the lattice results related to the reconstruction of the x dependence from limited discretized data. This can
be seen, for instance, in the comparison of different analyses of the same raw lattice data for the unpolarized case: the
quasi-PDF method [132] has large-x oscillations, whereas using a pseudo-PDF analysis alleviates the problem [168].
Similarly, the pseudo-PDF analysis of Ref. [169] has the expected decay of the unpolarized PDF in the large-x region.
Notice that the lattice data presented in [132, 167] and in [131] are compatible with each other. As discussed, the

JAM Coll., arXiv:2205.00999
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WHAT CAN STILL BE DONE BY COMPASS?

➤ Proton multiplicities

➤ Transversely polarized deuteron data

➤ Pion DY unpolarized cross section

➤ All structure functions for proton and deuteron, with identified 
hadrons and multidimensional binning
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COMPASS pioneered the 
study of the 3D structure 
of the nucleon  
and is the main actor in 
the consolidation  
phase 


