
Experience running 
coffea-dask

for ttbar analysis



Warnings: 



Error: Fatal, Recurring but disappearing

Investigating using ‘python memory profile’



Traceback (most recent call last):
  File "TTbarDileptonicAnalysis.py", line 53, in <module>

hists, metrics = processor.run_uproot_job(
  File "/opt/conda/lib/python3.8/site-packages/coffea/processor/__init__.py", line 104, in _run_x_job

return run(
  File "/opt/conda/lib/python3.8/site-packages/coffea/processor/executor.py", line 1337, in __call__

wrapped_out = executor(chunks, closure, None)
  File "/opt/conda/lib/python3.8/site-packages/coffea/processor/executor.py", line 725, in __call__

else _decompress(work.result())
  File "/opt/conda/lib/python3.8/site-packages/distributed/client.py", line 238, in result

raise exc.with_traceback(tb)
distributed.scheduler.KilledWorker: ('TTbarDileptonProcessor-79d46cb336bafded7fd9fcbea5a1c3d5', <WorkerState 
'tcp://131.225.188.14:10000', name: LPCCondorCluster-0, status: closed, memory: 0, processing: 38>)
>>>
Last-ditch attempt to close HTCondor job 35705911 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705910 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705908 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705907 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705906 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705905 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705903 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705902 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705900 in finalizer! You should confirm the job exits!
Last-ditch attempt to close HTCondor job 35705898 in finalizer! You should confirm the job exits!
Task exception was never retrieved
future: <Task finished name='Task-3826' coro=<LPCCondorJob.close() done, defined at 
/srv/.env/lib/python3.8/site-packages/lpcjobqueue/cluster.py:134> exception=RuntimeError('cannot schedule new futures after 
shutdown')>
Traceback (most recent call last):
  File "/srv/.env/lib/python3.8/site-packages/lpcjobqueue/cluster.py", line 158, in close

if await asyncio.get_event_loop().run_in_executor(None, check_gone):
  File "/opt/conda/lib/python3.8/asyncio/base_events.py", line 783, in run_in_executor

executor.submit(func, *args), loop=self)
  File "/opt/conda/lib/python3.8/concurrent/futures/thread.py", line 179, in submit

raise RuntimeError('cannot schedule new futures after shutdown')
RuntimeError: cannot schedule new futures after shutdown

Fatal Error: (also happens with simple_exampe.py )

Suggestion, but does not work.
del client
cluster.close()



Questions:
- I have noticed sometimes that process end up running on dask (or locally on 

futures) in the background even after closing the jupyter notebook, how do 
we monitor these processes? And check if they are running.

- Certain datasets take ~8 hours or more with (10 -> 4) workers to finish with 
the current processor. Is there a way to speed this up?

- "skipbadfiles" parameter for reading Data files. What are the options to 
resubmit failed jobs? 


