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Transport loop
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Control flow with “actions”

• Action interface: pure abstract C++ class

• Explicit action: virtual function given problem data to launch kernel

• Implicit action: no kernel launch but useful for diagnostics


• Event loop is a loop over explicit actions


• Setup-time user configuration based on physics, field, output…


• Some day: model action dependencies as DAG to eliminate user 
errors and possible CUDA graph acceleration
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Kernels and actions
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Interaction kernels

• “DoIt” method of discrete model


• Interactor is a “distribution”-like object

• Input: starting particle state

• Output: sampled secondaries, new direction, state


• Templated launcher adapts Interactor to 
higher-level code
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