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Proposal

To create a cosmic rays detector network in both public and private schools 
involving students and teachers in the detector assembly and data analysis, 
motivating the study of particle physics topics and spin-off technologies.

● To collect data with the detectors built by the students themselves;
● Offer ready-to-use data analysis tools;
● Low cost, safe operation;
● Long term pedagogical proposal;
● Large geographical area coverage.
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Station features
● 8 detection planes
● Plastic Scintillators
● Silicon Photomultipliers - SiPM (low operation voltage)
● GPS timestamping (accuracy of dozens of ns)
● Geometrical detection plane orientation (compass, gyro, accel)
● Station geographical location
● Wi-Fi connection
● Pressure, humidity, temperature and others
● Self-calibration
● Low cost and ease to use!
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Cosmic Ray Detector Station
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Station anatomy
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Prototype

Designed @USP

● Hardware project and assembly
● Firmware development
● Software implementation

Prototype working since late 2019
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New Stations being assembled
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Software
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Data
Written to the Database:

● Event timestamp
● Trigger
● ID and station location
● Signal width
● RunNumber & CosmicBlock
● # event
● Bias and threshold voltages
● Environmental conditions
● Calibration
● GPS extra information

Trigger bits

Example of data being written to DB:
Which sensors triggered that event
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Analysis interface

● Access via JupyterHub
● Python environment
● All usual data analysis tools
● Public data available on database
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Analysis

● Filtering
○ Timestamp interval

○ Position

○ Sensors

○ Trigger

○ Configuration

● Plots and histograms
○ Rate of events

● Statistics
● Stations timestamping correlation

25 of April data
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Monitoring

● Real time data
○ Event rate

○ Station location

○ Sensors

○ Trigger

● Parameter Control
○ SiPM Voltage

○ Threshold

○ Trigger

● Server infrastructure

12Public available on: raioscosmicos.if.usp.br/grafana



Results

● Functional Prototype
● Detector assembly for schools and USP Móvel
● Version 2.0 development
● Project in a mature state, with most aspects under control
● Paper about hardware/software already published on 

JINST

Source code and diagrams public available on 
gitlab.com/raioscosmicos

Thanks to RENAFAE for support on this project.
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Backup
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DB Schema
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em um 
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Outras possibilidades

● Cherenkov
● Controlar elevação e direção
● Tempo de vida do muon
● Mais que 8 planos de detecção

● Correlacionar E da Terra
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