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What is it about?

e Sync & Share Cloud Storage,
on-premises, FOSS
o Sites and Services: DESY Sync
& Share, CERNBox, BNLBox...
o Storage Technology: £OS,

GPFS, CEPH, dCache, ... CERNBOX
o EFSS Companies: ownCloud,
Nextcloud, Seafile...
Nextcloud “.’,
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What is it about?

* Integrated Services

o Collaborative Tools:
OnlyOffice, Collabora, ...

o Research Services: Jupyter,
Open Data Repositories, FAIR
metadata ...

e Projects and Federations

o European Open Science

Cloud, ScienceMesh, HIFIS ...
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What is it about?

e New: Decentralized Web and
Storage
o |IPFS, Solid, ...
o web3, Fediverse...
e Thematic workshops
o Interoperability protocols
and APls
o ScienceMesh

Science
Mesh




Attendance

e 280+ registered participants (~310 previous year)
e ~120 different organizations
o Universities, International Organizations, NRENs, Computing Centers,
SMEs, Enterprises, European Commission...






2021 - 2022

e Needed to go full virtual
(Zoom)

e Collaborative tools (Zoom,
gather.town, Indico)




gather.town

e 8-bit-RPG-like interface '@
e Game-like controls (arrow keys)
e "Line of sight" video chats
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This time

More or less same layout
Rooms for discussions +
exhibitor booths

Usage visibly lower than
previous year...

Maybe "Zoom fatigue"?
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chedule

Monday, 24 January 2022

Tuesday, 25 January 2022

Thursday, 27 January 2022

Good Morning Cotfee
Introduction and Welcome

Lunch break

L. Good Moming Coffee

09:45
10:00 Federated Infrastructures & Clouds

13:00 Collaboration Products

.t Chat-away Coffee

... Good Morning Coffes

09:45
10:00 Scalable Storage Backends

-~ Lunch break

.| SclenceMesh Workshop

09:00 Decentralized Web and Storage Architectures

"IE L] Coffe Break
11:30 Technology for Application integration

- Summary and Conclusions
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Highlights
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Keynote: IPFS: Interplanetary filesystem

The Interplanetary File System
A fresh look at distributed storage and delivery

An introduction to IPFS

Dr Yiannis Psaras
Research Scientist
Protocol Labs
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Keynote: SCION: Experiencing a new Internet
Architecture

Adrian Perrig (ETHZ)

Carbon-intensity difference between paths (1/2)

Path between
Swisscom (Geneva) and
Extreme Ltd (Moscow)

BGP Path:
Geneva - Stockholm -
Frankfurt - Moscow

Geneva - Frankfurt -
Moscow

Emission savings

Source AS can reduce QbISC:!Utt?‘:Q% :/ 3 g/GB
carbon footprint elative: A

Mol

ETHzirich SCION
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Keynote: Digital Market: a level playing field for

EU Tech sector

Frank Karlitschek (Nextcloud)

User Data Manifesto 2.0

Defining basic rights for people to control their own data in the internet age

©

Control Knowledge
over user data access of how the data is stored
Data explicitly and willingly uploaded by a user When the data is uploaded to a specific service
should be under the ultimate control of the user. provider, users should be informed about where that
Users should be able to decide whom to grant direct specific service provider stores the data, how long,
access to their data and with which permissions and in which jurisdiction the specific service provider
licenses such access should be granted. operates, and which laws apply.

Read more & participate!

&

Freedom
to choose a platform

Users should always be able to extract their data from the
service at any time without experiencing any vendor lock-
in. Open standards for formats and protocols are
necessary to guarantee this.

15



EFSS Platforms

ownCloud, Nextcloud, Seafile

Seaflie Overview

Nextcloud

Positioning

mer V C rer Valu ner Valu
Nextcloud Hub
VCollaborative Editing

File Locking

¢ Metadata collect

* Compliant / secure * Digital Workplace *  Process integratic
* Store & share Tool *+ DataHub Process - Dataworkflows
% integration integration
Files Talk Groupware Office EFSS Content Content
5 . Collaboration Services
Integration Seafile I I Data / Metadata Services 1
/LDAP, Shibboleth, OAuth Cloud Storage

oCIs

Data Platform

“Single purpose solution” o “Multi-purpose platform" -
Productivity, Security, On Premises, Open Source * Primary storage Multi storage
vSync 10k small files per minute « Monolithic / PHP + Cloud native (Microservices)

Unified Data Access




Federated Infrastructures and Clouds

SMESHE
A new paradigm for EU action on cloud and CS*MESHTEOSC
edge: high ambition & coordinated approach

% Science
- Mesh

R New domain-specific
. " applications developed
d in the community

Applicotions
- Rasearch Services

Lightweight add-on
. May 2020 Oct. 2020 March 2021 May 2021 . Easy to deplm{and.
;::;s:: nmzm and Member Digital Decade Updated EU R rectration Intercparabity i install new functionality
Strategy for Data Resilience States Strategy sats Industrial Flortarmm
aims to build a Facility Declaration for targets on edge strategy Build upon existing
single market for 20% Digital European cloud and cloud for w;n?nc_as \;\frastmtlurﬂ and )
data EU Flagship 2030 de;;:;?";e . long-term fforts EFSS i Connect to already
“Scale-up' deployed and commercially
= | supported products

:.Szlegedl —ng.dajEeLflr_omdthe Eu.rol::zean (Canul S0 O (RIANG P. Ferreira - ScienceMesh: An Interoperable Federation of
votution of Ligitat Landscape in turope EFFS services for European Open Science Cloud

HELMHOLTZ
FEDERATED
IT SERVICES

VO FEDERATION IN EFSS CCHIFIS
HIFIS Cloud

= Making existing IT Services
accessible to all of Helmholtz
And research partners
Users log in to services with

https://cloud.helmholtz.de

.

] HELMHOLTZ CLOUD.
their home credentials d O y A
using Helmholtz AAI ) . o —
- .
et f o https:/ogin.helmholtz.de
openstack -
*
" v

' ol

-t
| upyter
/ ~

openstack: s~~~ g

precy

A.Klotz - HIFIS: VO Federation for EFSS
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Collaboration Products

- ONLYOFFICE
OFORMSs. Main functionality

+ Various form fields

« Extended field properties
+ Real-time collaboration

+ Sharing and online filling in

« Exporting to PDF

G. Goduhina - Introducing ONLYOFFICE Forms

SeaTable no-code features:
Apps for automation platforms

%
zapier

i) integromat

oo nén.io

& locoia @ » ° ‘

& CSs* .
’ Collabora Online -
Built with awesome LibreOffice Technology

Rich, FOSS, secure, interoperable, collaborative documents, g
on-premise ...

Let me show you some pixels:

Collabora
Online

M. Meeks - Collabora Online: easy to deploy and manage
document collaboration

e =

P -

Automatic new custamer categorization and follow-up

C. Dyllick-Brenzinger - Breaking the limits: short
status update of the online spreadsheet solution SeaTable
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b

Scalable Storage Backends

| Easier access to user data in HPC storage (CEPHFS) via Sync/Share |

. B Reva m
_ Easily Accessible User Data = Q home, group, scratch

- CGph'Ff-rEOS Hir_it_n;Perfo.r:nancelmpact? @ \j':,f ?::@ﬁﬁ.ﬁ =l M. Brasanisk et al, €53 2018
OUR USE-CASE: POSSIBLE TARGET APPROACH -
: e P ERA.ER_f ,
/. shghtaglty - HEHEH
Y N R el Bl 2. =
e B B Y EYEYE L ERE =
4 =, f -
Layered EOS+CephFS introduced some long tail latencies in this high throughput test. o] % :,",',, || %%“:‘_
With tuned config it performed as well as the native CephFS backend. T e b e P W R Vo oupeaa
g L o e
©- T % .
R. Valverde - Converging Storage Layers with D.van der Ster, T. Mouratidis - Sync and Share Access to

Virtual CephFS Drives for EOS/CERNBox HPC Resources at CERN

Predicted Tape Archival Storage Needs

4.3 EB

3.1 EB

fsw) D5EB) @

2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031

E
M. Davis - The CERN Tape Archive (CTA):
Archival Storage for Scientific Computing
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User Stories

The reva storage registry becomes a
storage space registry i
- Active spaces discovery

* Metadata aggregation and caching

= A“bookmarking" service for spaces

J.Dreyer - Infinite scale is a
design principle

@ Attendance

= 193 registered users C E R N

= 172 unique users in Zoom

= Peak of ~90 concurrent users
= 56+ institutions
= 31 speakers

= All CERN departments represented

&

H. Labrador - CERNBox User Forum

@ CS’MESH“EOSC Distributed Data Science environments

nnecting European Data

lupyterLab extension (Cs3Apidlab)
& Integration with ScienceMesh IOP (CS3 APIS)

O

T E Tesoea| CS3APS i ()
apine | €

4t 080 e ﬁ Inter-operability
Platform

m e =

" Jupyterlab O

M. Sieprawski - JupyterLab+ScienceMesh:
Collaborative Data Science

iRODS as the Integration Layer iRODS

iRODS
WeB ar? Clients

Existing
STORAGE ~ COMPUTE NDEXING Adl Infrastructure

T. Russell - iRODS Research Community Requirements
Drive Expanded Scale Data Management Features
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Thematic Sessions



CS3 Org: Governance Campfire Discussion

e Governance of software products and standards - e.g. CS3APIs, REVA, OCM,...
e Request from industry for a more active role in governance.

Governance

Repositories under the CS3 GitHub Organization are governed by CERN for the benefit of
the community. CERN strives to make the projects under this organization collaborative,
open and transparent to ensure that everyone can contribute and have their say on the
directions of the projects.

The current governance model puts in words how the collaboration currently works in
practice today and sets a basic framework for how we collaborate and take decisions in
the project. If the nature of the community or contributors changes this governance model
may be reviewed and changed if necessary.

& i i E.md

With the increasing maturity of the project we should discuss the governance model.

.
ownCloud




OCM Workshop

e OpenCloudMesh - sharing of files between EFSS systems
e Extensions done in the context of ScienceMesh

@ CS3MESH“EOSC Invitation workflow #1

Connecting European Data

ginating Targe
ync&share ync&sh
ystem Executive Module systel
(EM)
II‘ © Shareinit > |
—_—>
ivi . . Email -
Mirek N

Invitation link redirects
Albert to EM

https://indico.cern.ch/event/1075584/contributions/4662258/
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ScienceMesh Workshop

G

Science
Mesh




ScienceMesh Workshop

* Two parts:
o "Status updates™
o Presentations by EOSC Task Forces and
Research Initiatives representatives
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community

ScienceMesh Workshop -
pééosc

e Progress validated by community P o cience ciaud
e New synergies and prospective
parters/communities

EUROPEAN OPEN
SCIENCE CLOUD
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CS3 2022 Organizing & Programme Committee

Hugo GonZafez

Rita Meneses, TRUST

P~ SR
(uba Moscicki, CERN IT|



It's all online!

https://indico.cern.ch/e/cs3/2022
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https://indico.cern.ch/e/cs3/2022

Thank you!

Questions?
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