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« To extend the discovery potential, the LHC scheduled for an upgrade.
= The HL phase is expected to start in 2027 reaching 5-7.5 x 103*the design luminosity.




The ATLAS Detector Phase-1I upgrade for HL-LHC

The ATLAS detector is undergoing a significant upgrade program for all subsystems to operate in challenging HL-LHC conditions
Luminosity up to 7.5x103*cm-2s-1, pileup <p> ~200, irradiation level TID ~2MGy
L1 trigger rate of 1 MHz. Additional 15 years of operation and maintenance

Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

Trigger + DAQ S —— G 48 ) Calorimeters
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= Upgrade DAQ
for higher rate

Inner Tracker

=  Full replacement: all-S
extended to |n|=4

Toroid Magnets Solenoid Magnet SCT TrackeX Pixel Detector TRT Tracker

Muon System
= New trigger chambers High Granularity Timing Detector

in barrel .
 Silicon-based novel detector




The case for the HGTD : Pile-up challenge
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Main challenge for detectors at the HL-LHC is pile-up

Instantaneous £

Integrated £

Need to identify if particles or jets come form hard
scattering vertex

Run 2 LHC

HL-LHC (Nominal)

Time spread of vertices ~ 175 ps : HL-LHC (Ultimate)

2x10%* cm~ %!
5x 10* em™3%s!
75 x 10¥* cm~%!

300 fb!
3000 fb~!
4000 fb!

e With 1.6 vertices/mm -><0.6 mm ITk resolution

ITk performs well only up
to || ~ 2-2.7
Assign time to each
track in 2.7<|n|<4.0

\ 4

30-50 ps time resolution
e o g per track would give

0 o_'5 g : ' = ~x6 pile-up rejection
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The HGTD will provide time measurements for objects in the forward regions of the ATLAS detector

General parameters:
2.4< |n| <4.0

Active area 6.3 m? (total)

Design based on 1.3 x 1.3 mm? silicon pixels (2x4 cm?
sensors)

—> optimised for < 10% occupancy and small MWW/

capacitance B | L \ A 120-640 mim A
Number of hits per track: ' ;

e 2in24<|n|<3.1

* 3in3.1<|n|<4.0

Inner ring to be replaced at half life-time of HL-LHC
Goal:

Resolve close-by vertices

small timing resolution (~few 10s of picoseconds).
Provide minimum bias trigger

Instantaneous and unbiased luminosity measurement




HV connector

Wire-bonding

Bump-bonding

HV wire-bonding

FLEX tail

* 8032 modules to be installed in HGTD

e Bare module: 2 LGADs + 2 ASICs
LGAD: two 15x15 pads of 1.3x1.3mm?
Each LGAD pad is bump-bonded to ALTIROC
chip

* Bare module glued to flexible PCB (FLEX cable)

Readout and distribute power to each individual
module

*not to scale




Layout & Radiation Hardness
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* Modules are arranged in an overlapping manner

* Ring structure: easy replacement of sensors (radiation damage)
% Quter ring, 470 <r < 640 mm : 20% overlap ~ ncver replaced
Middle ring, 230 < <470 mm : 54% overlap = rcplaced cach 2000 7h !
# Innerring, 120 <t <230 mm : 70% overlap = rcplaced cach 1000 fh 0
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* In order to get at least 4 fC of charge the radiation should not exceed:
*  Total Ionizing Dose (TID): 2 MGy
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HGTD Sensor Technology and Time Resolution

; 1.3 mm active area
Passivation < : mm p’ implant
HGTD needs to achieve about 60 ps/mip/layer resolution: " ! 4

. : Channel Guard  p-st N
technology beyond silicon devices sten Ring *®
p’ Multiplication Layer

Time resolution: \ / a..mLx.a.
* TDCy;, \ 2 ‘

0_2 _ 0_2 n Trise ? + Vt'hr ? 4 == + 0_2 Metal
tot Landau S/N S/tr'ise RMS V12 clock Centro Nacional de Microslechénica

Jitter Time-walk (negligible) 40 - ——50um. G=10
——150um, G=10
——300um, G=10

Need fast signal and excellent S/N

. A multiplication layer increases signal slope
» Time walk contribution negligible with CFD
Thin sensors (50 um) to reduce intrinsic Landau
contribution to resolution

BB Output [mV]

Time [ns]




ATLAS LGAD Timing Integrated ReadOut Chip

Each LGAD will be readout using the ALTIROC chip [ S L P

*Final size: 225 readout channels

=

Two generation of ALTIROC chips produced and tested: — L] f*T““’“’““*N-NRJxﬂ V’L -
*ALTIROCO: 2016

four channels in a 2 x 2 array
Each channel (200 pm x 100 um) = Preamplifiers + TOT and CFD
« ALTIROCI: 2018

25 channels in 5 x 5 array

Each channel = Preamplifiers + TOT and CFD + digital
components

Other generations of ALTIROC: =

*ALTIROC2: 2020
Full size: 225 channels \ e
Integrate all functionality of final ASIC ‘ S ;

*ALTIROC3 Ny V—

The radiation hard Version OfALTIROC2 fastcommand elink  320MHzclock  12Clink 320Mby/s, 640Mb/s or 1.28Gb/s 640Mb/s elinkto

from IpGBT from IpGBT elinkto IpGBT |pGBT

EOC | EOC | EOC | EOC EOC EOC EOC  EOC EOC EOC | EOC EOC = EOC  EOC | EOC




Suppression of Pileup Jets

Pile-up jet misidentified as hard-scatter jet

» Pile-up local fluctuations within a same event can £ Truth 2 = 73.02 mm |

lead to fake pile-up jets: P
e Uniform distribution of particles from multiple ' éﬁ
interactions

e Anomalous jet structure with no high pT jet core

» The key element to suppress pileup jets is the
accurate association of jets with tracks and primary
vertices.

N
N

. S S—
. ATLAS Internal
PTrackk PV S  0.7F{iGTD Ful Simulation
Zk T ( 0) 0.6 VBFinv. :>=200, TkLayout

Jet
PT 05
0.4

25 |
L1

p
llllllllllllllllllllllllllllllllllllll

RpT =

» increase the separation power between HS and PU
jets for the RpT variable

-

af




Jet Energy Response & Resolution in Forward region

The VBF process (H - ZZ - 4 neutrinos plus 2 jets) has been used to perform this
study.

The jet energy response and resolution has been studied as a function of jet-eta and
jet-pt.

Pt-jet correction:

e timing information is applied.
e to drop the PU track, the association between the track and the vertex is performed based on the

truth information




Jet Energy Response & Resolution
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Jet energy response

The ratio of the reco-jet over the
truth jet energy.lt is evaluated as

the mean value L of the Gaussian

fit of the distribution Prreco
pT truth

Jet energy resolution

It is defined as The ratio :

O-(pT trut/ pT truth)
U1 it/ PT truen)
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Jet Correction

The association of tracks to vertices relies on assigning tracks that are geometrically compatible in z with the
vertex position

A por ety e
ATLAS Simulation Preliminary
0 —_— VtX 0.8 Truth z = 73.02 mm

2 06 f— Tracks in jets = HS tracks
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contributions and improve the jet energy resolution. L - A

The Jet has been corrected as following: Pie-Up racicontaminaiion i harc-scatior ks

PT jet _ corr= PTjet™ E/p X 2. PT Track




Jet Energy Response & Resolution After Correction

~ E ATLAS Simulation 5E
= Jet energy response LLATLAS simulation

e 2.4<|<3.2
« 3.2<n|<4

The response is decreased, as
expected, after applying the correction
as a function of ;e and prjet
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Summary

At the HL-LHC, the pile-up will present an unprecedented challenge and the HGTD is expected to play a

key role in ATLAS by adding timing information in the forward region.

Promising results for pileup rejection in the high region for object reconstruction performance VBF and

exotics will benefit, high purity for invisible searches.







HGTD requirements of radiation hardness and compactness well met with silicon sensors

Radius active: 12 - 64 cm

Sensor:~4x2 cm?+ 2 ASICs

Core of HGTD: hybrid silicon sensors with
1.3 x 1.3 mm? pixels

4 layers in about 7 cm wsensor
e 60 ps/mip/layer resolution

- ()
|
Low gain avalanche detectors %ﬁﬁ
(LGAD) to achieve target |
resolution
"""""""" 4 S. Grinstein - PSD11 2017

Sensor




Main HGTD parameters

Pseudo-rapidity coverage
Thickness in z
Position of active layers in z
Weight per end-cap
Radial extension:

Total

Active area

24 < |n| < 4.0

75 mm (450 mm moderator)
z ==+35m

350kg

110mm < r < 1000 mm
120mm < r < 640 mm

Pad size

Active sensor thickness
Number of channels
Active area

Module size

Modules

1.3mm x 1.3mm

50 pm

3.6 M

6.4 m?

30 x 15 pads (4cm x 2cm)
8032

Collected charge per hit

=>4.0fC

Average number of hits per track
24 < |y| <27 (640mm > r > 470mm) ~2.1
27 < || <35 (470mm >r > 230mm) ~2.5
35 < |y <40 (230mm >r > 120mm) ~2.7

Average time resolution per hit (start and end of operational lifetime)
24 < || < 4.0 ~ 35 ps (start) = 70 ps (end)
Average time resolution per track (start and end of operational lifetime) | =~ 30ps (start) = 50 ps (end)




Test beam with pion/electron beams at CERN and DESY.

electronics

| NIM busy

Sensor Amplification  Oscilloscope

» Multiple LGAD sensors mounted on beam

» Also SiPM (10 ps) used for timing reference

- Particle tracking available

= Waveforms stored and analyzed offline (CFD)

. Extract various measurements from waveforms

20



Preamplifier Discriminat . .
L nacor TOT Time to Digita 0 ey
+ Conver'rt‘griiijlggf—ZOns —— - . | Triggered Hit Matched Hit 3
[ —b_ sl P Hit Buffer 1 selector Buffer ,g,
TOA Time to Digital : : &
— Converter Range=2.5ns |— :
Bin=20ps Hit Processor| :
3 Configuration
{ ANALOG FRONT END Regls®™ | piGITAL
LO/L1
i Signal from each LGAD read out using the : Channel= Analogue( Preampli fiers, Time Of
ATLAS LGAD Timing Readout Chip Arrival TOA, Time Over Threshold TOT, CFD) +
(ALTIROC) Digital data transmission
. Bump-bonded to LGAD module . Time resolution of 58 ps before corrections

. 15x15 = 225 readout channels




Time-Line and Milestones for the implimentation of the HGTD

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025
I I I I I I | I |

[ I I I I I I I I I I I I I I I I I [
Q1-2 Q34 Q1-2 Q34 Q1-2 Q34 Q1-2 Q34 Q1-2 Q34 Q1-2 Q34 Q1-2 Q34 Q1-2 Q34 Q1-2 Q34 Q1-2 Q34
High Granularity Timing Detector
_ Simulation, design optimisation and R&D

— LAr Upgrade IDR
o R&D and testbeam

Assembly at CERN
Installation and Initial Commissioning




