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Figure 1: Time sequence for multi-messenger signals pre- (left panel) and
post- (right panel) core collapse of a non-rotating 17M progenitor star.

From: S Al Kharusi et al 2021 New J. Phys. 23 031201

Implementation & Algorithm

As a first proof of concept, we explore a simple task on the
peer-to-peer accelerator scheme using an Alveo U55C
FPGA with consumer NVMe SSDs. The POC algorithm/task
being accelerated is a 1D CNN [2] to find regions of interest,
as shown in Fig 2. To implement the task on the accelerator,
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Figure 4: Examples of in-storage computing. The processing can be with a

the CNN is first quantized using QKeras [3] to use 4-bit stand-alone accelerator accessing storage with peer-to-peer transactions, or it
Weights and 5-bit activations, converted to HLS using his4dml can be with an accelerator placed directly in the storage, i.e., a smartSSD.
[4], then using Xilinx Vitis, the CNN is run as a kernel on the Results & Conclusion
FPGA. - e .
Preliminary results show significant speedup with low

1 10com 16 oo utilization on the Alveo US5C, indicating that using

oo 1D-CNN LAFTPC Waveform Recognition in-storage compute for more complex tasks may be useful.

T oeemm e Applying the 1D CNN on a 1.7GB file located on an NVMe
1 O e O R s _________ e s IR SSD has a 20x speedup on the Alveo U55C compared to

T D L. serial code on an AMD EPYC 7313.

[ e Given the narrow bit widths used in the CNN, DSPs are
not used, and only about 10% of the LUTs are used. As
such, there is room for further processing on the Alveo.
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