FELIX: The new ATLAS readout system
from Run 3 to High Luminosity LHC
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Introduction
* FELIX: Front-End LInk eXchange
GBT Slow Control Adapter  ATLAS-wide effort to harmonise detector readout systems.

E-links * Interface between the optical links of the on-detector electronics

and commercial Ethernet
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o * First generation FELIX cards are already used by
S some sub-detectors in Run 3 (2022 —2026): coTS g g
Switch Ethernet/ Custom

* 105 FELIX cards in 64 servers nfiniband Electronics
* Starting with HL-LHC in Run 4 (2028 onwards) used m [

Event Front-Ends

readout Detector Calibration Conﬂguration AT LAS -W i d e :

Control System

e more than 500 cards in 250+ servers

Hardware for Run 3 (FLX-712) Prototyping hardware for Run 4 (FLX-181)

PCle-based FPGA card with Xilinx Kintex Ultrascale KU115 Based on new Xilinx Versal Prime VP1802 FPGA

8 MiniPOD plugins provide up to 48 bidirectional optical links Also evaluating Versal Premium and Virtex Ultrascale+ FPGAs.
(most common version have 4 MiniPODs mounted, i.e. 24 links) 24 optical links (Samtec Firefly) with up to 25 Gb/s

PCle 3.0 interface with 16 lanes giving a bandwidth of 128 Gb/s PCle 4.0 x 16 interface providing 256 Gb/s of bandwidth to the host

* FPGA firmware implements two identical endpoints with 8 lanes (possibility to use PCle 5.0 with Versal Premium FPGAS)
 Connection to host CPU through on-board PEX PCle switch New TTC interfaces supported:

Interface to ATLAS Timing, Trigger and Control (TTC) systems through e ATLAS Phase-Il TTC point-to-point

dedicated mezzanine board e  White-Rabbit Firefly plugins on DDR memory
MiniPOD sockets (8x) FMC+ mezzanine
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MTP 24 or 48 coupler

PCle Gen 3 x 16 finger

FPGA firmware

Unified firmware for all | | Readout software consists of an
hard lants with e s e A interrupt-driven central event
araware varian Event-Driven Architecture =
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same top-level entity. m3fé‘ff§bp?§tl%3 S g oy oo0p.
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parameters during  Internal e CRToHost ey = 1 e / Custom network library on
. emulator £ AXl4 Stream to | Event 2. Data received . .
synthesis. o 0 e © e top of libfabric
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e Various firmware flavours: S i eeblion ‘ for low-overhead transfers.
. GBTX (4 8 Gb/s detector Iink) EI:ReplicatedZXforevery PCle Gen4 endpoint / logical device or 4x in case of PCle Gen5 Publish/su bscribe architectu re for data IinkS. 12 Cord
. |pGBT (5.12/10.24 Gb/s) User-friendly APl hides complexity of network
*  FULL mode (9.6 Gb/s FPGA link) library for client applications. i e
* |Tk Pixel (10.24 Gb/s) & Strips
e LTDB
 Interlaken (25 Gb/s link) Commissioning for Run 3

* FELIX is used by subdetectors starting with Run 3:

* Using Universal VHDL Verification Methodology (UVVM) framework as

. . * New Small Wheel (NSW)
part of a Continuous Integration (Cl) workflow for development e Liquid Argon (LAr) et e L LA
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Outlook and on-going developments for HL-LHC (Run 4) s e oo TR SR TN JENGN ICTOTIEN METTIOTEN TN

SCCRERICE SN DONE | DONE | DONE | RUNNING | RUNNING § RUNNING _
e 1 VHz readout GBT mode, 32 links, 26-byte chunks ° App|lcatIOn Control and

_ 1 MHz mean L1A rate (Poisson distributed)
 Run 3 readout rates can be increased by adding =™
additional DMA paths in firmware.

W monitoring with Supervisor
B | * Starting & restarting of DAQ applications

* System was stress-tested with Run 4 trigger ¢ 500 e Monitoring & control through web-interface
rates (1 MHz)

* ITk integration
 FELIX also in use by ITk Pixel and Strips
during production and testing
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* Visualisation of FELIX readout
application through graphical
web-interface.

* Integration into ATLAS-wide e DUFEFOGOUBNGY 208 i
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