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LHC HL-LHC

—— We were here
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In January 2022, the schedule was updated with long shutdown 3 (LS3) to start in 2026 and to last for 3 years.
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Shutdown/Technical stop

Protons physics

Ions

Commissioning with beam

Hardware commissioning/magnet training
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GridPP LHC Dipole Training (24 Aug 21)

UK Computing for Particle Physics

Latest progress of training:

Main dipole trainin ® RB.A78
P . 9 12 000 ¢ RB.A34

status (154 dipoles per LHC KBRS
sector, 8 sectors) RB. A12
: Vv RB.A23

Currents to reach + margin ® RBA56
e 70TeV= 11,850 A+100 A 11 500 RB.A67
B RB.A81

*+ 6.8TeV=11500A+100 A
* 6.5TeV=10,980A+ 100 A

Ch i Al t 3
Total number of quenches: 519 i 6.5 TeV

Current [A]

(71 since August 3) 11000 o
’ ‘ S12: 77 quenches (11950 A, 7.0 TeV), 7 TeV reched), at 20 K for SND
All quadrupole circuits have \F i S$23: 29 g's (6.76 TeV), cooling down after diode repair: 16 K
beer suecessiully powsred aiid ; $34: 70 g's (11950 A, 7.0 TeV, 7 TeV reached)
irdined o Target eurrants (523 3 S45: 87 q's (11950 A, 7.0 TeV), 7 TeV reached)
and S78 to be redone) 10 500 “@ i ks :
S56:75 g's (6.8 TeV reached)
[ —» S67:27 > 61 q (6.8 TeV)
S78. 69 quenches (6.79 TeV), cooling down after dipole exchange: 63 K
—» S81: 17 - 51 quenches (6.8 TeV)
10 000

20 40 60 80

Number of training quenches
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LHC Powering Tests
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GridPP Since Last Time

e GridPPé6 Oversight Committee
e Final GridPPé Tier-2 Hardware Funds
e That time already?
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GridPP

28th Oversight Committee

- Met in October 2021
- Positive and supportive; but numerous actions requested:

ACTION: Collaboration to produce a Gantt Chart or equivalent scheduling the deployment of
procured hardware, including both Tier-1 and Tier-2 sites, for the next OsC meeting.

ACTION: Collaboration to update financial tables and provide a list of equipment/hardware
items, up to the value of £1M, for the end of October that could be awarded in the case of a
capital underspend, as soon as possible within reason

ACTION: Collaboration to provide information on WLCG’s own thoughts on how the PUEs of
datacentres should be (i) defined and (ii) what values are deemed to be acceptable. In
addition, any data on the power use and floating-point efficiency of the main
codes/applications that GridPP runs on its systems should be presented for discussion.

ACTION: Collaboration to tabulate the funding that GridPP receives outside of the STFC grant
including the additional lines of funding and capacity for the next OsC meeting.
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GridPP Tier-

(Gantt Chart or equivalent)

UK Computing for Particle Physics

WLCG CPU Pledges / Allocations
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GridPP

o DR Tier-2 (Gantt Chart or equivalent)

Dist by Universal Uclick

© Tohn Atkinson, Wrong Hands « gocomics.com/wrong-hands « wronghands1.com
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GridPP

How does it work?

ES“"E{theuiLri%Eﬁi‘s’”rce Currently not even known for 2023
Estimate UK Share Relatively stable... at 25% level

EstimatCeOSHté;rdware +10% uncertainty per year of extrapolation

Know we will get less (50% HW for GPP6)
Whilst everything changes
Receive 4-Year
~£10m Hw
~£9-10m HW but include new IRIS commitments
Capital Injections

Complex matrix of 18 sites with institute-experiment

affiliations and different capabilities, capacities and
effort.

David Britton, University of Glasgow
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GridPP Tier-2 Model

e GridPP provides site funding in return for access to hardware resources.
e GridPP costs hardware on the assumption that it has a ~5 year lifetime.
e Some sites add hardware from additional funding sources.

e Some sites keep GridPP hardware running longer than ~5 years.

e Some sites receive explicit IRIS funding for hardware.

e Therefore, sites have a mixture of hardware that can be viewed as:
- GridPP Hardware (funded directly)
- Site Hardware (either self-funded or GridPP HW that is beyond ~5yr life)
- IRIS Hardware (funded via the IRIS project)
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GridPP E.g. Glasgow 2022

e Total CPU = 155,875 HS06

e IRIS = 34,298 HS06

e GridPP Pledged = 43,111 HS06

e GridPP Non-LHC = 4,311 HS06

e GridPP Unpledged = 19,599 HS06
o Site = 54,556 HS06

Of course, this is just a model!
There is no definitive set of
numbers.
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GridPP Full Tier2 Estate

Tier-2 HS06 Evolution 2022 2023 2024

Operational Overhead 10% 10% 10%
Net GridPP Resourcec 485520 638166 510533

Tier-2 CPU Capacity

Net Site Owned Reso 1200000

Net IRIS Resource 1000000

Total Net Resourc

All Requirement

Req. as Frac. of net Re

GridPP Requiremer ©0900%
GPP Req. as Frac. of G

800000

400000

200000

2022 2023 2024
mGridPP IRIS mmSite <@=GridPP Requirements «#=All Requirements
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2021 Review

« Requirements, and therefore pledges, are constrained by FAs
» Experiments absolutely rely on addition resources beyond pledges

What HS06 should UK deliver in 20217

Tier-1 369250|HS06
Tier-2 278296|HS06
Overall 647546 |HS06

What Fraction should UK deliver in 2021 ?
Tier-1 12.7%
Tier-2 8.3%
Overall 10.4%

What Fraction DID UK deliver in 2021?

Tier-1 10.6%]| Only because other T1s overdelivered.
Tier-2 13.8%]| ourT2 overdelivered, using own resources,
Overall 12.69% | more than other T2s overdelivered.

Overall, T2s allowed us to deliver 12.6% which is 22% more than 10.4% expected

David Britton, University of Glasgow
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GCridPr Tier-2 HW Funding

o All sites received the 2" Tranche of GridPPé Tier-2 hardware
capital in 2021.

e Needs to be spent by March 2024.
e Assume that at non-core sites this predominantly provides CPU.
e There is no more GridPP6 money!

o There *might* be further Capital Injections (eg via IRIS) but, of
course, these tend to come with additional commitments.

e Non-core site share of last GridPP6 funding was increased by 10%
to enable (continued) support of IRIS VOs; this was effectively
hypothecated against future IRIS funds that would go to core-
sites.

David Britton, University of Glasgow GridPP47 Slide 16



GridEF That time already?

« We don’t know, yet, what happens beyond GridPPé...
though we have asked STFC.

e Somehow LHC computing needs to be provided/funded.

o If there were a GridPP7 then we would expect to be
asked to prepare proposal for submission in early 2023.
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GridFP Steve Lloyd Metrics

e https://pprc.gmul.ac.uk/~lloyd/ukmetrics/ukmetrics.php?page=countries

March 2021 to February 2022

Select year:

The main data are taken from https://accounting.egi.eu/wlcg/countries/normelap processors/COUNTRY/D
taken from https://accounting.egi.eu/wlcg/country/Switzerland/normelap processors/SITE/DATE/2021/3/.

CPU Delivery by Country

Percentage of CPU Delivered by the UK per Year

40
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Russia: 5.6%
10
Italy: 7.9%
0
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France: 8.8%
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GridFP Steve Lloyd Metrics

e https://pprc.gmul.ac.uk/~lloyd/ukmetrics/ukmetrics.php?page=tier1

Tier-1 CPU Delivery

i SRR

Efficiency of UK Tier-1 per Year

120 —— ALICE
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—— LHCb
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https://pprc.qmul.ac.uk/~lloyd/ukmetrics/ukmetrics.php?page=tier1

GridFP Steve Lloyd Metrics

vo Tier-1 | BRUN Ic QMUL | RHUL | LANC LIV MAN SHEF DUR EDI GLA BIRM BRIS CAM ox PPD SUSX | Sites
ALICE . 39% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% l 31% 0% 0% l 31% 0% 0% I 3
ATLAS I 26% 0% 3% | 6% | 6% I 9% 3% I 14% 1% I 9% 1% I 14% 1% 0% 0% 4% 2% 0% -
P h t t S BES 0% 0% 0% 0% 0% 0% 0% - 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% I 1 S
_& BioMed I 18% l 28% I 11% 0% 2% 1% | 6% | 6% 0% 0% 0% 0% 0% 0% 0% 0% I 27% 0% . 9 |
CEPC 0% 0% 0% 0% I 14% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% I 2
CERN@School 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 4% - 0% 0% 0% 0% 0% I 2
CLAS12 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% - 0% 0% 0% 0% 0% 0% I 1
Number of
Cmplx Sys 0% 0% - 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% I 1
8 0 CMS l 31% I 8% . 36% 2% 1% 0% 0% 0% 0% 0% 0% 4% 0% 4% 0% 0% I 13% 0% - 10
COMET 0% 0% I 11% 0% 0% 0% 0% 0% 0% 0% 0% 2% -/n 0% 0% 0% I 10% 0% I 4
CTA 0% 0% 0% 0% 0% - 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% I 1
Dteam 1% 0% .43 % 2% 0% 0% 0% 0% 0% I 11% 0% 0% 0% 0% 0% 0% .43 % 0% l 5
6 0 DUNE . 32% I 8% | 5% 4% 0% 3% | 6% 2% 3% 0% 1% 0% 0% I 17% 0% 4% I 16% 0% -4
Fermilab 0% 0% 0% 0% 0% - 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% I 2
GridPP | 6% I 9% I 13% I 9% 2% 1% 3% 3% 2% 3% I 13% I 12% I 11% 4% 0% 2% | 6% 0% -
©» Hyper-K . 33% 0% I 21% I 16% 0% | 6% I 17% 0% 0% 0% 0% 5% 1% 0% 0% 0% 0% 0% . 9
g 4 0 IceCube 0% 0% 0% 0% 0% 0% 0% - 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% I 2
ILC 0% I 10% 0% 0% I 12% 0% I 9% . 33% 0% l 30% 0% 0% 0% 0% 0% | 5% 1% 0% -1 1
LHCb . 36% 3% | 7% I 8% 4% | 6% | 5% I 14% 0% 3% 1% 1% 1% 3% 0% 2% | 4% 0% -
LSST I 11% 0% | 7% 3% 0% 0% 0% 4% 0% 0% 0% 3% -% 0% 0% 0% 0% 0% . 8
2 0 Lz 0% 0% - ‘ 2% 0% 0% 1% 1% 0% 0% 1% 0% 0% 1% 0% 0% 0% 0% - 3
MaGrid 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 2% - 0% 0% 0% 0% 0% I 2
MICE 0% I 12% l 31% 0% I 10% 0% I 20% 0% 0% 0% 0% I 11% 3% 0% 0% I 8% 5% 0% . 8
MoEDAL 0% 0% 0% I 22% 0% 0% .4 1% 0% 0% 0% 0% 2% 0% 0% 0% 0% . 35% 0% l 5
0 , Mu3e 0% I 22% 0% 0% 0% I 13% . 40% 0% 0% 0% 0% 0% 0% I 20% 0% | 6% 0% 0% l 5
2 0 04 ‘NA62 I 22% 0% l 31% 0% 0% 0% I 15% 0% 0% 0% 0% 2% 0% 0% 0% I 18% I 12% 0% . 9
2 0 0 5 None 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% - 0% 0% 0% I 2
NorthGrid 0% 0% 0% 0% 0% | 5% I 10% . 38% 0% 0% 0% 1% l6 % 0% 0% 0% 0% 0% l 5
Ops I 9% I 10% I 9% I 14% 4% 2% | 7% I 10% 2% I 8% I 9% | 7% 0% 2% 0% 2% | 6% 1% -
Pheno | 4% 2% 3% 2% 0% 0% 2% 2% 0% .u 0% 1% 0% 0% 0% 2% 3% 0% -1 1 .
ScotGrid 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% | 5% - 0% 0% 0% 0% 0% I 2 w 5 g g §
SKA | 4% 0% 1% 2% 0% 1% 1% .n 0% 0% 0% 1% I 8% 0% 0% 1% 3% 0% -1 1 @ ‘5’ g 5
SNO+ I 25% 0% I 27% 0% 0% I 8% I 19% 0% 0% 0% 0% 0% 1% 0% 0% I 8% I 13% 0% - 10 E éf;
SoLid 0% 0% - 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% I 14% 0% 0% I 4 L
T2K I 23% 3% I 14% I 8% 0% | 5% I 11% I 10% 0% 0% 0% I 9% 1% 0% 0% 4% I 13% 0% -1 1 Q
Virgo ‘ 3% 0% 0% 0% 0% - 0% 0% 0% 0% 0% I 11% 0% 0% 0% 0% 0% 0% I 3

WeNMR DH00% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%| 1
David Britton, Univ ) 290 La% [1200 | 5% | a% | 7% | 3% [10% 1% | 5% 1% [ 8% 1% | 2% 0% | 3% | 5%  ow Slide 20
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GridPP Summary

UK Computing for Particle Physics

e LHC Run-3 is coming.

e GridPP continues to successfully deliver Tier-1 and Tier-2 resources at
the level expected.

e Our new Oversight Committee has renewed interest and vigouir...
e ... which gives us interesting things to do.

e Tier-2 hardware funding has been issued...

e ...and we are in good shape till 2024

« We don’t know what happens beyond GridPP6, yet...

David Britton, University of Glasgow GridPP47 Slide 21



