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What do I mean by “LHC”?
● I mean ATLAS and CMS for the purposes of this talk
● LHCb is rather interesting, but that’s a talk for another day...



The (abridged) LHC story so far 
● Lots of ATLAS and CMS precision measurements (e.g. Higgs discovery, 

masses, cross-sections, differential cross-sections, branching fractions)
● Loads of direct searches for new particles
● No evidence for beyond-Standard Model physics

What does this mean?



Solution 1: wait longer!



Solution 2: Get smarter
●  LHC detector output (after reconstruction) consists of:

- four vectors of jets, leptons and photons (plus particle identification)

- tagging of b jets ~ 70% of the time

- tagging of τ leptons ~ 40 % of the time

- missing transverse energy

- EXTRA: evidence for exotic objects (long-lived sparticles?)

The whole game of experimental searches is to use only this information to 
discover new particles, then measure the particle properties in case of 

discovery



How particle searches are typically done

● Pick a particular signal hypothesis
● Find variables (functions of 4 

vectors) that look different for the 
signal and backgrounds

● Look in regions of the data where 
background is expected to be low



Let’s take an example: SUSY
● Solves various theoretical 

challenges to the Standard 
Model

● Provides a natural DM 
candidate

● Has been used to motivate 
LHC physics analyses for 
decades now due to complex 
phenomenology



Supersymmetry breaking
● Exact SUSY would require 
identical SM & SUSY partner 
masses → SUSY is broken

● Breaking mechanism is a priori 
unknown

● Minimal SUSY breaking 
Lagrangian has 105 free 
parameters



Supersymmetry and the hierarchy problem

● Kindergarten: need SUSY to cancel off radiative corrections
● High school: need rather large radiative corrections to get up to a Higgs 

mass of 125 GeV in the MSSM → squarks are heavy



Impact of ATLAS and CMS results





Included constraints

Source: Anders 
Kvellestad



LHC searches for SUSY dark matter

● In a test of exclusion power, we find no 
general constraint on the MSSM EW 
sector from the LHC!

arXiv: 1809.02097



How can SUSY evade LHC searches?



Ideas for improvement

1) Define more inclusive models for optimisation

2) Use unsupervised machine learning 

3) Map the topology of LHC events using network analysis
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Why is optimisation necessary?



Better models for optimisation



What is a simplified model?
• A SUSY simplified model is typically a 2D parameter set with other relevant SUSY 

parameters held fixed (most common use: use sparticle masses and branching 
ratios)

• It is thus related to the original SUSY parameters via dimensional reduction
• In the case of the EWMSSM this is particularly weird:

μ, M
1
, M

2
, tanβ

Large space of 
electroweakino masses and 

branching ratios
2 mass parameters 

Arbitrarily fix 
masses, fix 
branching 

ratios



What if we just did the dimensional 
reduction better?

• We have a set of GAMBIT results that gives us points in the original 4D SUSY 
space that are not excluded (at some chosen confidence level)

• Can define an invertible, topology-preserving map to a 2D plane directly from 
those results

• We then get a 2D plane which is simple but not simplified



One possible choice: a variational 
autoencoder



GAMBIT results in 2D



Visualising phenomenology in 2D
• Have a new way to visualise global fit 

results
• Can look at number of events in a 

given final state (e.g. 3 leptons)
• Can also look for points that least 

resemble the simplified model 
assumptions used for optimisation

• e.g. put this on the z axis:



Finding benchmark points
• Can select benchmark points for optimisation
• The invertible nature of the map from 4D→2D means that one can recover the full 

4D SUSY parameter set and generate events for LHC studies
• We have chosen 4 benchmark points that are unsimplified-model like



Optimising on these points works!
• Have found an analysis that would exclude all four points with a single signal region
• Demonstrates again that optimisation matters at the LHC → generalising the input 

assumptions leads to better outcomes



Summary
• We are at a crucial stage in the history of 

the LHC
• Evidence suggests that straightforward 

discoveries would have flown under the 
radar of current particle searches

• Have presented a new approach for 
optimising LHC analyses that shows 
promising results
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