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Motivation
Signal reduction is the most important radiation damage effect on 
performance of IBL and pixels detectors in ATLAS

Adjusting sensor bias voltage and detection threshold can help in mitigating 
the effects 

…but it  is important to have simulated events that model the evolution of 
performance with the accumulation of luminosity

ATLAS collaboration developed and implemented an algorithm that reproduces 
signal loss and changes in Lorentz angle due to radiation damage
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ATLAS Insertable B-Layer and Pixels

4 Pixel barrel layers

3 Outermost: 
250 µm thick
50x400 µm2 pitch

Innermost layer: IBL
Inserted for Run2
200 µm thick
50x250 µm2 pitch
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ATLAS Insertable B-Layer and Pixels

4 Pixel barrel layers

3 Outermost (and disks): 
250 µm thick
50x400 µm2 pitch

Innermost layer: IBL
Inserted for Run2
200 µm thick
50x250 µm2 pitch

Planar pixel n-on-n sensors everywhere

but at high η* in IBL where novel 3D n-on-p are used

*outside tracking volume

1.4 m
1.4 m
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RADIATION DAMAGE 
MEASUREMENTS
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Luminosity
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Radiation damage measurements
Measurements of sensor radiation damage in the ATLAS inner detector using leakage currents
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and with all the SCT data. In contrast, there is a much stronger |I |-dependence observed in the
IBL data than is predicted (numerical values are presented in table 1) and the overall fluence is
significantly higher than predicted for the outer pixel layers. Near the centre of the detector, the
measured fluence is 30–50% higher than predicted by the simulation. For Layer-1 and Layer-2, the
di�erence is 30–40%. For the IBL, the measured fluence at |I | = 30 cm is about 50% of the value
at |I | = 0. These data are presented as a function of [ instead of I in figure 11. The trends are
exactly the same as in figure 10, but now the |[ | < 2.5 acceptance of the silicon tracking detector
is clear. The fluence on the inner layers is mostly determined by the primary charged-pion flux,
which is relatively constant as a function of [. In contrast, a significant fraction of the fluence in
the outer layers of the SCT is due to neutrons that are produced by interactions with material in the
dense regions of the ATLAS calorimeters.

The data are presented in a third way in figure 12, demonstrating the radial dependence of
the measured leakage current and fluence. The fluence drops o� approximately as the square of
the inverse radius, with deviations resulting from particles produced through interactions with the
detector. Beyond the pixel detector, the F���� and G����4 simulations bracket the measured
values.

The ratio of the simulated values to the leakage current data, as shown in figure 12, is presented
in table 2. The values in this table provide concrete input for further studies of the radiation
environment at the LHC.

Table 1. IBL scale factors as a function of I, depicted in figure 10. The measurements are consistent between
+I and �I and the predictions are symmetric by construction, so the values are presented in bins of |I |.

I Bin Mean SF
32 cm > |I | > 24 cm 0.56 ± 0.06
24 cm > |I | > 16 cm 0.77 ± 0.08
16 cm > |I | > 8 cm 0.84 ± 0.09
8 cm > |I | > 0 cm 0.97 ± 0.10

Table 2. Mean, minimum, and maximum simulation-to-data ratios (scale factors, SF) for each barrel layer in
the inner detector, as depicted in figure 12. The average uncertainty in the ratio is in the rightmost column.

Detector Layer A [cm] Mean SF Min. SF Max. SF SF uncert.

Pixel

IBL 3.30 0.78 0.56 0.97 0.08
⌫-Layer 5.10 1.28 1.11 1.47 0.15
Layer-1 8.90 1.31 1.19 1.44 0.15
Layer-2 12.30 1.39 1.32 1.46 0.16

SCT

Barrel 3 29.90 1.13 1.11 1.17 0.11
Barrel 4 37.10 1.09 1.05 1.15 0.11
Barrel 5 44.30 1.06 1.01 1.13 0.10
Barrel 6 51.40 1.03 0.98 1.09 0.11

– 19 –

IBL
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SF = scale factor

https://doi.org/10.1088/1748-0221/16/08/P08025


Radiation damage measurements
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taking period when constant damage is accumulated. The extracted values for gC are di�erent for the
IBL and the B-layer because the particle compositions are di�erent (relatively more neutrons for the
B-layer and more charged pions for the IBL). The uncertainties arise from the procedure, from the
luminosity-to-fluence conversion, and from the uncertainty in the temperature in the actual sensor.

For comparison, the values obtained by the ROSE Collaboration [6] for oxygen-enriched silicon
are also reported. The values for gC and gY are within the range given by the ROSE Collaboration
when neutron and proton irradiations are considered. The predictive power of the simulation would
benefit from more precise measurements of gA, gY and gC, which may be possible with future
ATLAS data, but are beyond the scope of the present study.

Table 1. Introduction rates of the Hamburg model as obtained by adjusting the simulated depletion voltage
to the available measurements. For comparison, in the last column the values reported by the ROSE
Collaboration [6] are listed for oxygen-enriched silicon, separately for protons (p) and neutrons (n).

Parameter IBL [⇥10�2cm�1] B-layer [⇥10�2cm�1] ROSE Coll. [⇥10�2cm�1]

gA 1.4 ± 0.5 1.4 ± 0.5 1.4 (n)
gY 6.0 ± 1.6 6.0 ± 1.6 2.3 (p), 4.8 (n)
gC 1.1 ± 0.3 0.45 ± 0.1 0.53 (p), 2.0 (n)

Table 2 collects predictions from the Hamburg model for the e�ective doping concentration
Ne� in the IBL for two points in time based on the parameter values discussed above, corresponding
to lifetime fluence values of 1⇥ 1014 and 2⇥ 1014 neq/cm2, respectively. The thermal history of the
IBL modules was taken into account. The uncertainty column includes all contributions shown in
figure 4. For the uncertainty in the depletion voltage fit to the introduction rates, one parameter is
varied at a time until there is a large deviation; for the luminosity-to-fluence conversion uncertainty,
the fluence is varied by ±15% (see section 3.1), and for the temperature uncertainty, the input
temperature in all phases is varied by ±5�C. All three sources are added in quadrature to determine
the total uncertainty.

Table 2. Nominal predictions from the Hamburg model for the e�ective doping concentration Ne� and for
donor (acceptor) concentration ND(A) for two points in time during Run 2. The value of ND was chosen to be
numerically small (for technical reasons, it cannot be exactly zero) and the actual value has little impact on
the result. The fluence 2⇥1014 neq/cm2 was reached near a time of annealing where the e�ective doping con-
centration changed by about 4% over a short period in fluence. The reported doping concentration and corre-
sponding bias voltage correspond to approximately the midpoint of the concentration during this brief period.

� [neq/cm2] Approx. date Ne� [cm�3] Ne� uncert. [%] ND [cm�3] NA [cm�3] Vdepl [V]
1⇥1014 9/7/2016 �1.62 ⇥ 1012 9 0.02⇥1012

�1.64 ⇥ 1012 50
2⇥1014 8/9/2016 �2.72 ⇥ 1012 21 0.02⇥1012

�2.74 ⇥ 1012 85

The operational conditions of the sensor bulk studied in this section are crucial inputs to the
simulation of digitization to be presented in section 4. Overall, the Hamburg model provides an
excellent description of the shape of the leakage current dependence on time; FLUKA + Pythia
8 predict the fluence at |⌘ | ⇡ 0 within 15%, but deviate much more at higher |z |. Even though
the Hamburg model does not incorporate a non-uniform electric field, it accurately describes the
depletion voltage dependence on time at the current fluence levels. This may need to be revisited

– 10 –

3rd RD48 status report

Several measurements 
per year

After type inversion a 
different technique is used

Voltage of plateauing of charge 
as a proxy to depletion voltage
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Modelling radiation damage to pixel sensors in the ATLAS detector 

http://cds.cern.ch/record/421210
https://doi.org/10.1088/1748-0221/14/06/P06012


RADIATION DAMAGE SIMULATION
IN RUN2-3

9



Simulation radiation damage effects in ATLAS MC
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All this included in 
ATLAS MonteCarlo digitization*

Charge carriers will drift toward the 
collecting electrode due to electric field, 
which is deformed by radiation damage

Their path will be deflected by magnetic field 
(Lorentz angle) and diffusion

Due to radiation damage they can be 
trapped and induce/screen a fraction of 
their charge (Ramo potential)

Total induced charge is then digitized and 
clustered*Digitization happens after simulated charge deposition and before space 

point reconstruction

Modelling radiation damage to pixel sensors in the ATLAS detector 

https://doi.org/10.1088/1748-0221/14/06/P06012


Ingredients
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Modelling radiation damage to pixel sensors in the ATLAS detector 
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Table 5. Measurements of the trapping constant � are summarized, normalized to a temperature of 0�C. Some
measurements are reported after annealing to the minimum in the full depletion voltage Vdepl (reached in about
80 minutes at 60�C) while others correspond to the asymptotic values observed after long annealing times.

Irradiation Annealing �e (10�16cm2/ns) �h (10�16cm2/ns) Reference Method

Neutrons minimum Vdepl 4.0 ± 0.1 5.7 ± 0.2 [49] TCT
Pions minimum Vdepl 5.5 ± 0.2 7.3 ± 0.2 [49] TCT

Protons minimum Vdepl 5.13 ± 0.16 5.04 ± 0.18 [50] TCT

Neutrons > 50 hours at 60�C 2.6 ± 0.1 7.0 ± 0.2 [49] TCT
Protons > 10 hours at 60�C 3.2 ± 0.1 5.2 ± 0.3 [50] TCT

Protons minimum Vdepl 4.0 ± 1.4 — [3, 51] Test-beam
Protons 25h at 60�C 2.2 ± 0.4 — [3, 51] Test-beam

means of the Shockley-Ramo theorem [40, 41]:

i = q ÆEw · Æv, (4.4)

where ÆEw is the Ramo (or weighting) field that describes the induction coupling of the moving
charge to a specific electrode. The Ramo field can be calculated by applying a unit potential to the
electrode under consideration and zero potential to all other electrodes. Integrating eq. (4.4) over a
certain drift time, the charge Q induced on the electrode can be expressed as:

Qinduced = �q[�w(Æxend) � �w(Æxstart)],

where �w is the Ramo (or weighting) potential with ÆEw = �r�w and Æxstart,end are the initial (final)
positions of the charge carrier under consideration. The Ramo potential depends only on geometry
and therefore can be computed once prior to any event simulation.

The Ramo potential is calculated using TCAD to solve the Poisson equation; for planar sensors,
most of the variation in the Ramo potential is in the z direction, but the x and y dependence must
also be included in order to account for charge induced on the neighbouring pixels. Figure 14 shows
a slice of the three-dimensional Ramo potential in the centre of the pixel electrode (y = 0). The
vertical line indicates the edge of the pixels: the Ramo potential has sizeable contributions in the
neighbouring pixels.

The combination of the Ramo potential and charge trapping is illustrated in figure 15 for planar
sensors. On the electrode of the same pixel in which the electrons and holes originate, the induced
charge equals the electron charge if the time to be trapped exceeds the time to drift toward the
electrode (figure 15(a)). The average collected charge is an asymmetric function of the depth inside
the sensor because the drift and trapping times are di�erent for electrons and holes and the Ramo
potential is very asymmetric: the average fraction is lower far away from the collecting electrode.
The charge induced on neighbouring pixels is shown in figures 15(b) and 15(c). As the trapping
time exceeds the drift time, the integrated induced current amounts to the full electron charge in the
primary pixel and the charge in the neighbours is zero. For some combinations of starting location
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https://doi.org/10.1109/TNS.2005.852748
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Early Run3 data vs MonteCarlo
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Performance of ATLAS Pixel Detector and Track Reconstruction at the start of Run 3 in LHC Collisions at s√=900 GeV 

MPV match at % level

~7.4x1014 neq/cm2 ~6.6x1014 neq/cm2

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-033/


Early Run3 data vs MonteCarlo
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It seems for IBL there is a somewhat 
less satisfactory agreement

From detailed analysis it seems ~ +20-25% in 
trapping would make MC agree better with data 

But trapping rate is the product of fluence and 
trapping constant…~7.4x1014 neq/cm2



Fluence profile and charge collection
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Reminder
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uniform

How much does the fluence prediction 
change if you take a weighted average 
with the track distribution?



Answer: +20%
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Charge collection efficiency vs luminosity
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Charge vs bias voltage, trapping rate
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Charge vs deposition depth
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(Only tracks with pT > 3 GeV 
and at least 3 pixels in the 
longitudinal projection are
considered to optimise the 
resolution)

Precise modeling of electric 
field and of all derived quantities
as a function of depth in the bulk

Thanks to this level of agreement 
Neural Networks trained on 
radiation damage 
MC samples give excellent 
space point resolution when 
used with Run3 data



Pixel hit spatial resolution
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Performance of ATLAS Pixel Detector and Track Reconstruction at the start of Run 3 in LHC Collisions at s√=900 GeV 

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-033/


RADIATION DAMAGE SIMULATION
FOR HL-LHC
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Simulation radiation damage effects in ATLAS MC
Run 2 & 3

For each group  of carriers the induced 
signal per pixel is evaluated

Modified pixel digitizer to include radiation 
damage effects is now the default for Run3

Excellent agreement with data

But too slow for HL-LHC
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Radiation damage MC for ITk
Run 2 & 3
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For each group  of carriers the induced 
signal per pixel is evaluated



Strategy for High Luminosity LHC phase
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Allpix2 for radiation damage digitizer 
• To implement such a correction scheme we have thought Allpix2 is 

the perfect tool
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https://indico.cern.ch/event/1126306/contributions/4847029/attachments/2440030/4179731/2022-05-09_AllpixSquared-Overview.pdf


Allpix2 for radiation damage digitizer 
• To implement such a correction scheme we have thought Allpix2 is 

the perfect tool
Ø Simulate sensors before and after irradiation, per geometry and per 

fluence

Ø Save the ratio of after-over-before irradiation collected charge for a 
pixel struck at a certain depth z

Ø Evaluate Lorentz angle deflection too as a function of initial z position

M. Bomben, 41st RD50 workshop - Sevilla, 29/11-2/12 2022 26



Project workflow

Tb / collision data 
to tune

TCAD simulations; 
get E and 𝛗w and 

plug them in

Allpix-Squared,
to produce 

Template pixels, to 
be used to correct

Pixels from ATLAS 
simulations

Co
m

pa
re

/tu
ne

Let’s talk 
about 

inputs…
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Input variables:
Φ, V, T, zentry



LHCb TCAD radiation damage model
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Development of a silicon bulk radiation damage model for Sentaurus TCAD
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a b s t r a c t
This article presents a new bulk radiation damage model for p-type silicon for use in Synopsys Sentaurus TCAD.
The model is shown to provide agreement between experiment and simulation for the voltage dependence of the
leakage current and the charge collection efficiency, for fluences up to 8 ù 1015 1 MeV neq_cm2.
© 2017 CERN for the benefit of the Authors. Published by Elsevier B.V. This is an open access article under the

CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In particle physics experiments, silicon detectors are often operated
in harsh radiation environments, and understanding the impact of
radiation damage on the detector performance is key to their successful
operation. Device simulations using Technology Computer Aided Design
(TCAD) software packages are useful tools for investigating the effects
of radiation damage, in particular for linking macroscopic observables
to what is happening on small scales inside the sensor bulk.

In the following a radiation damage model for p-type silicon, im-
plemented in Synopsys Sentaurus Device2 TCAD, is presented. The
model has been developed in the context of the R&D programme for
the upgraded LHCb Vertex Locator (VELO), which will be installed in
the LHCb experiment at CERN in 2019/2020 [1]. The model aims to
reproduce charge collection efficiencies (CCE) and current–voltage (I–
V) curves up to a fluence � of 8ù1015 1MeV neq/cm2, the expected
maximum fluence after an integrated luminosity of 50 fb*1. The model
is validated using measurements on irradiated n-on-p pixel sensors from
Hamamatsu Photonics K.K.3 These sensors have a thickness of 200 �m
and a pixel cell size of 55ù55 �m2, and feature p-stop isolation between
pixels.

* Corresponding author.
E-mail address: aasmunsf@stud.ntnu.no (Å. Folkestad).

1 Currently located at Norwegian University of Science and Technology (NTNU), Trondheim, Norway.
2 http://www.synopsys.com/home.aspx.
3 http://www.hamamatsu.com/us/en/index.html.

Radiation damage models for Synopsys Sentaurus TCAD, of varying
scope, have been developed in the past by different groups [2–6].
Differences between the present model and other models with similar
range of validity in terms of fluence, in particular the Perugia model [3],
are discussed in Section 2.4.

2. Simulations

The Sentaurus Device program allows for solving the Poisson
and carrier continuity equations on two-dimensional (2D) and three-
dimensional (3D) discretised semiconductor structures using finite
element methods. In this work, two types of simulations were
performed:

÷ steady-state simulations, where leakage current and electric field
as function of voltage were simulated by solving the stationary
Poisson and charge transport equations,

÷ transient simulations, where the time dependent Poisson and
charge transport equations are solved for a given initial charge
distribution.
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Table 2
Parameters of the proposed radiation damage model. The energy levels are given with respect to the valence band (EV ) or the
conduction band (EC ). The model is intended to be used in conjunction with the Van Overstraeten–De Man avalanche model.

Defect number Type Energy level [eV] �e [cm*2] �h [cm*2] ⌘ [cm*1]

1 Donor EV + 0.48 2ù10*14 1ù10*14 4
2 Acceptor EC * 0.525 5ù10*15 1ù10*14 0.75
3 Acceptor EV + 0.90 1ù10*16 1ù10*16 36

Table 3
Sensors used in this work. For uniformly irradiated sensors the value in the third column
is simply the fluence, while for non-uniform profiles it corresponds to the fluence in the
area 0mm < y < 5mm.

Sensor Irradiation profile (Max.) fluence [1MeV neqcm*2]

S4 Proton, uniform 4 ù 1015
T1 Proton, non-uniform 4 ù 1015
T2 Proton, non-uniform 4 ù 1015
T3 Proton, non-uniform 8 ù 1015
T6 Proton, non-uniform 4 ù 1015
S6 Neutron, uniform 8 ù 1015

charge distribution with a constant density (80 electron–hole pairs per
�m) along the direction of the track, and a Gaussian distribution (1 �m
standard deviation) in the transverse direction. The collected charge is
given by the integrated current (after subtracting the leakage current)
on all pixels that cross a threshold of 1000 electrons (the threshold
used in data taking with the tested sensors). The integration time is
25 ns; integrating for a longer time was found to make only a negligible
difference.

Only perpendicular tracks passing through the pixel centre were
simulated in both 2D and 3D. For tracks passing through the inter-
pixel region, the charge collection properties are more sensitive to the
modelling of surface damage, which is outside the scope of this work.

2.3. Physics models

In this work, the drift-diffusion model has been used, which implies
that the temperature of the whole device remains constant. The con-
tinuity equations contain one source term for every defect level, and
an additional source term for avalanche generation. The defect source
terms are given by the Shockley–Read–Hall generation–recombination
expression [8,9]. Sentaurus TCAD allows for the use of neutral trap
levels for current generation, but these have not been used. Other
physics models taken into account include Fermi-statistics, avalanche
multiplication (Van Overstraeten–De Man model [10]), band gap nar-
rowing (Slotboom model [11]), high field mobility saturation and trap
assisted tunnelling (Hurkx model [12]). Detailed descriptions of these
models can be found in the Sentaurus Device User Guide [13] and the
references therein.

2.4. Radiation damage modelling

Developing a TCAD radiation damagemodel consists in defining a set
of defect states, characterised by their location (energy level) in the band
gap, electron and hole capture cross-sections (�e, �h), concentration and
type (i.e. whether they are a donor or an acceptor). In theory, one could
implement all defect levels that have been measured experimentally, but
this approach is at present computationally prohibitive. Alternatively,
one can define a few effective defect states and tune their parameters so
that the model reproduces experimental observations. In this work the
latter approach is used.

The two energy levels (defects 1 and 2 in Table 2) proposed by
Eremin et al. [14] were used as a starting point. These levels, sometimes
called the EVL levels, comprise one donor and one acceptor and are
known to reproduce the double junction electric field effect [14–16].
Eber has further shown that agreement with measured I-V curves, and
to some extent CCE (up to 1ù1015 1MeV neq/cm2), can be achieved
by using only these two energy levels [5]. These levels has also been

combined with surface defects to model surface effects by Peltola
et al. [6].

In addition to the EVL levels, a third defect was introduced. The
procedure used to tune these three defects is outlined below.

÷ The defect state concentrations are assumed to scale linearly with
1MeV neutron equivalent fluence with a proportionality factor
(introduction rate) ⌘.

÷ One of the irradiated sensors (assembly S4 in Table 3, uniformly
irradiated to a fluence of 4ù1015 1MeV neq/cm2), was selected
as a reference.

÷ The cross-sections and introduction rates of the two EVL levels
were tuned to reproduce the measured I-V curve of the reference
sensor.

÷ A second acceptor close to the conduction band, corresponding
roughly to the position of the A-centre defect state [17], was
then introduced. This ‘‘shallow’’ acceptor (only 0.2 eV from EC )
has only a minor influence on the current generation and space
charge, so that it allows for tuning the CCE independently of the
behaviour of the I-V curves.

÷ The parameters of the second acceptor (defect 3 in Table 2)
were tuned so that at one given voltage the simulated CCE
agrees with the measured CCE of the reference sensor. Varying
the hole capture cross-section �h within reasonable limits has a
negligible effect on the CCE since the probability of hole capture
is already very low due to the large distance from the valence
band. To limit the number of degrees of freedom when scanning
the parameter space, �h was chosen to have the same value as
the electron capture cross-section �e. In addition, as a check, a
least square fit of the simulated CCE curve with respect to the
measured CCE curve of the reference sensor was performed using
the introduction rate of the shallow acceptor as a fit parameter.
In doing this, the introduction rate came out only 2% higher than
with the method of tuning at one voltage.

Table 2 summarises the parameters of the model used in this work.
The cross-sections of the deep defects can be seen to be larger than the
values used by Eremin et al. [14] (1 ù 10*15 cm*2).

The most recent Perugia model [3] aims to be valid up to fluences
of 2ù1016 1MeV neq/cm2 and is a natural basis for comparison. Both
the model presented here and the Perugia model contain three bulk
defect levels and are tuned for p-type silicon. The model used in this
paper differs from the Perugia model in that it aims only to reproduce
bulk effects, while the Perugia model also includes surface effects.
Furthermore, our proposed model is compared to different types of
measurements, namely the voltage dependence of both the current and
charge collection efficiency. It is furthermore based on the trap levels
from the EVL-model that are also used by Eber and CMS, which differs
from the traps used in the Perugia model. Both models use two acceptors
and one donor, but their parameters are different. While the Perugia
model contains two deep acceptors, our model contains one shallow
and one deep acceptor.

2.5. Sensitivity analysis

The parameters of the ‘‘deep’’ defects (i.e. the traps with energy
levels close to the middle of the band gap) are highly correlated and
the effects of different trap states are not simply additive. In order to
estimate the sensitivity of the CCE and I-V curves to uncertainties in the
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Fig. 1. Close-up of the pixel region of a (left) 2D geometry with three pixels and (right) a 3D geometry with four quarter pixels. The 2D mesh used in CCE simulations contains two
additional pixels, i.e. a total of five.

Table 1
Physical and meshing parameters used in the simulations. Nd and Na are concentrations
of phosphorus and boron, respectively.

Bulk doping concentration 4.7 ù 1012 cm*3

Implant doping profile Gaussian
Implant width 39 �m
Implant peak concentration 1 ù 1019 cm*3

Implant depth (distance at which Nd = 1 ù 1012 cm*3) 2.4 �m
p-stop profile Gaussian
p-stop peak concentration 1 ù 1015 cm*3

p-stop depth (distance at which Na = 1 ù 1012 cm*3) 1.5 �m
Oxide thickness 500nm

Minimum triangle dimension 0.2 �m
Maximum triangle dimension 5 �m
Number of grid points (2D, stationary) Ì 4000
Number of mesh elements (2D, stationary) Ì 7500
Number of grid points (2D, transient simulation) Ì 29 000
Number of mesh elements (2D, transient simulation) Ì 57 000
Number of grid points (3D, transient simulation) Ì 500 000
Number of mesh elements (3D, transient simulation) Ì 3 ù 106

2.1. Geometry

2.1.1. Doping profile
The sensors simulated in this work consist of a boron-doped bulk

in Í100Î orientation with phosphorus-doped 39 �m wide pixel implants
and p-stop regions (with a higher concentration of boron) between the
implants. A layer of SiO2 is placed on top of the bulk, and a positive
surface charge with a density of 1 ù 1012 cm*2 is applied on the Si–
SiO2 interfaces. Measurements reported in the literature show that the
oxide charge saturates at around this value [7]. The doping profile is not
known in detail from the manufacturer. The bulk doping concentration
used in the simulation was tuned to reproduce the depletion voltage of
the sensors to which the simulations are compared, VFD = 140V. For
the other parameters of the doping profile, which are less critical for
simulating bulk leakage current and CCE, order of magnitude estimates
were used. The doping profile is visualised in Fig. 1 and the main
parameters are listed in Table 1.

2.1.2. Meshing
The number of grid points was chosen as a compromise between

computing time and precision. Finer meshes were tried in several cases
without significant changes in the results. Table 1 lists the number of
mesh points.

2.1.3. Symmetries and boundary conditions
Voltage boundary conditions are imposed on the electrode-silicon

and electrode-oxide interfaces, whereas Neumann boundary conditions
are applied at all other mesh boundaries.

A stationary solution of the Poisson and drift-diffusion equations
will reflect the periodicity of the pixel matrix. For simulating the bulk
leakage current, it is therefore sufficient to simulate a single pixel and
scale the result to the active area of the sensor. In order to simulate the
leakage current of a sensor after exposure to the non-uniform irradiation
profile discussed in Section 3.2, separate simulations were performed for
every fluence level; the resulting leakage currents were then scaled to

Fig. 2. Top view of a 3 ù 3 pixel area. The volume simulated in the 3D model is
represented by the dark square, which includes a quarter of the charge deposited by a
minimum-ionising particle (MIP) crossing the pixel centre. For reasons of symmetry, it
is a good approximation to simulating the larger volume represented by the square with
dashed lines.

the surface area that had been exposed to the respective fluence, and
the I-V curves of all regions were summed.

For 2D simulations of the collected charge, a mesh containing five
pixels was used, with the ionising particle passing through the central
pixel. Fig. 1 (left) shows three of the pixels in the five pixel mesh.
For highly irradiated detectors, it is important to include neighbouring
pixels since charge trapping causes a non-negligible net charge to be
induced on neighbouring pixels. Five pixels were found to be sufficient
to account for this effect.

The geometry used for charge collection simulations in 3D is il-
lustrated in Fig. 2, which shows a top view of a 3 ù3 pixel region
with an ionising particle going through the central pixel. The dark
square intersecting a quarter of the deposited charge shows the area
implemented in the 3D mesh. The particle goes through the corner of
the mesh, and the deposited charge is one fourth of the 2D case. For
reasons of symmetry, the solutions in each quadrant should be identical
except for numerical effects. Instead of simulating the larger area with
a dashed boundary, it is therefore sufficient to simulate one quadrant
(with Neumann boundary conditions) and scale all currents by a factor
of four. It should be noted that this argument only applies to tracks
passing through the pixel centre, which is the case for all simulations
discussed below. In the 3D mesh considered, only quarter neighbouring
pixels are included—in contrast to two full neighbouring pixels on each
side in 2D. The difference between 2D and 3D simulation results was
used for assigning a systematic uncertainty to the 2D CCE simulations.

2.2. Primary ionisation

The ionisation pattern produced by a charged particle crossing the
detector is modelled in terms of a cylindrically symmetric, continuous
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(a) 4ù1015 1 MeV neq/cm2. (b) 8ù1015 1 MeV neq/cm2.

Fig. 14. Comparison of measured and simulated CCE as a function voltage at � = 4ù1015 1 MeV neq/cm2 (proton irradiation) and � = 8ù1015 1 MeV neq/cm2 (neutron irradiation)
using a 2D mesh. Only the data point at 700V and 4ù1015 1 MeV neq/cm2 was used when tuning the model, the other values follow as a prediction. The error bars are calculated by
varying the temperature within its estimated uncertainty combined with the uncertainty given by the deviation between the 2D and 3D simulation.

Fig. 15. Electric field (simulated using a 2D mesh) in the centre of a pixel as a function of distance from the pixel side, at a bias voltage of 1000V, for different fluence levels.

to occur [22]. As the bias voltage increases, the regions with a field
high enough to cause significant impact ionisation extend further into
the device, and the overall field strength increases; and consequently
the current caused by avalanche generation will increase. This is shown
in Fig. 16(a). Fig. 16(b) shows a comparison of simulations with
and without avalanche generation, confirming that the non-saturating
behaviour of the I-V curve is caused by avalanche generation.

Avalanche multiplication also explains why the temperature sensi-
tivity of the charge collection efficiency increases with fluence and bias
voltage, as the avalanche generation rate is temperature dependent. If
charge multiplication is turned off in the simulation, the error bars due
to the uncertainty in temperature are reduced by a factor of two.

6. Conclusions

The proposed radiation damage model for Sentaurus TCAD is able
to reproduce the I-V curves of p-type silicon sensors up to a fluence of
8ù1015 1MeV neq/cm2. The model has been tested for temperatures
between *38 ˝C and *31 ˝C on a range of sensors with different irradia-
tion types and profiles. The model captures the transition from a linear
electric field and saturating I-V curve to a double junction electric field

and a non-saturating I-V curve. The latter is shown to be a consequence
of avalanche generation in the high-field regions of the double junction
profile.

Furthermore, it is shown that a two-dimensional approximation of a
pixel detector for CCE simulations is acceptable if the simulated particle
passes close to the centre of the pixel. The CCE calculated using the
proposed model is in agreement (within the estimated range of uncer-
tainty) with experimental data at fluences of 4ù1015 1MeV neq/cm2

and 8ù1015 1MeV neq/cm2.
It is the hope of the authors that the proposed model contribute

towards obtaining a comprehensive TCAD model of radiation damage
in silicon sensors. It seems clear that avalanche multiplication becomes
increasingly important at high fluences, and that it must be carefully
included in order to obtain a complete model.
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(a) 4ù1015 1 MeV neq/cm2. (b) 8ù1015 1 MeV neq/cm2.

Fig. 14. Comparison of measured and simulated CCE as a function voltage at � = 4ù1015 1 MeV neq/cm2 (proton irradiation) and � = 8ù1015 1 MeV neq/cm2 (neutron irradiation)
using a 2D mesh. Only the data point at 700V and 4ù1015 1 MeV neq/cm2 was used when tuning the model, the other values follow as a prediction. The error bars are calculated by
varying the temperature within its estimated uncertainty combined with the uncertainty given by the deviation between the 2D and 3D simulation.

Fig. 15. Electric field (simulated using a 2D mesh) in the centre of a pixel as a function of distance from the pixel side, at a bias voltage of 1000V, for different fluence levels.

to occur [22]. As the bias voltage increases, the regions with a field
high enough to cause significant impact ionisation extend further into
the device, and the overall field strength increases; and consequently
the current caused by avalanche generation will increase. This is shown
in Fig. 16(a). Fig. 16(b) shows a comparison of simulations with
and without avalanche generation, confirming that the non-saturating
behaviour of the I-V curve is caused by avalanche generation.

Avalanche multiplication also explains why the temperature sensi-
tivity of the charge collection efficiency increases with fluence and bias
voltage, as the avalanche generation rate is temperature dependent. If
charge multiplication is turned off in the simulation, the error bars due
to the uncertainty in temperature are reduced by a factor of two.

6. Conclusions

The proposed radiation damage model for Sentaurus TCAD is able
to reproduce the I-V curves of p-type silicon sensors up to a fluence of
8ù1015 1MeV neq/cm2. The model has been tested for temperatures
between *38 ˝C and *31 ˝C on a range of sensors with different irradia-
tion types and profiles. The model captures the transition from a linear
electric field and saturating I-V curve to a double junction electric field

and a non-saturating I-V curve. The latter is shown to be a consequence
of avalanche generation in the high-field regions of the double junction
profile.

Furthermore, it is shown that a two-dimensional approximation of a
pixel detector for CCE simulations is acceptable if the simulated particle
passes close to the centre of the pixel. The CCE calculated using the
proposed model is in agreement (within the estimated range of uncer-
tainty) with experimental data at fluences of 4ù1015 1MeV neq/cm2

and 8ù1015 1MeV neq/cm2.
It is the hope of the authors that the proposed model contribute

towards obtaining a comprehensive TCAD model of radiation damage
in silicon sensors. It seems clear that avalanche multiplication becomes
increasingly important at high fluences, and that it must be carefully
included in order to obtain a complete model.
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How to calculate CCE in Allpix2

• Simulate point deposition at different z positions
– 1 simulation per z position

• Get the fraction of induced charge
• Plot it vs z

• Details: 
– 100 events per z position
– 1000e deposited per event
– Scan from 2 µm below one surface to 2 µm the other, in 2 µm steps
– Simulation for 100 µm thick sensor at 4x1015 neq/cm2 and 600 V 
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Charge collection efficiency vs z
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Conclusions & Outlook
• Precise electric field, mobility and trapping modeling makes possible 

to reproduce charge collection in ATLAS pixels at % level
• Simulations including radiation damage effects used as a tool for 

operation purposes and tuning of reconstruction algorithms
• We are at the point in which we can use collision data to improve our 

modeling (e.g. fluence estimate) – data-driven ”era”
• For HL-LHC a faster – yet as precise as possible – algorithm is needed
• Joint ITk Pixel & Strip effort to make it possible, using DLTS data too
• Allpix2 + TCAD will provide templates to correct simulations
• Simulations to be validated against testbeam data
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Figure 5. (a) A schematic diagram of the digitizer physics. As a MIP traverses the sensor, electrons and holes
are created and transported to the electrodes under the influence of electric and magnetic fields. Electrons and
holes may be trapped before reaching the electrodes, but still induce a charge on the primary and neighbour
electrodes. (b) A flowchart illustrating the components of the digitizer model described in this article. The
digitizer takes advantage of pre-computation to re-use as many calculations as possible. For example, many
inputs are the same for a given condition (temperature, bias voltage, fluence). The Ramo potential [40, 41]
only depends on the sensor geometry and the quantities in dashed boxes further depend only on the condition
information (see also section 4.6). The output of the algorithm described in this paper is an induced charge
on the primary electrode and the neighbours, which is then converted into a ToT by the existing software.
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Table 5. Measurements of the trapping constant � are summarized, normalized to a temperature of 0�C. Some
measurements are reported after annealing to the minimum in the full depletion voltage Vdepl (reached in about
80 minutes at 60�C) while others correspond to the asymptotic values observed after long annealing times.

Irradiation Annealing �e (10�16cm2/ns) �h (10�16cm2/ns) Reference Method

Neutrons minimum Vdepl 4.0 ± 0.1 5.7 ± 0.2 [49] TCT
Pions minimum Vdepl 5.5 ± 0.2 7.3 ± 0.2 [49] TCT

Protons minimum Vdepl 5.13 ± 0.16 5.04 ± 0.18 [50] TCT

Neutrons > 50 hours at 60�C 2.6 ± 0.1 7.0 ± 0.2 [49] TCT
Protons > 10 hours at 60�C 3.2 ± 0.1 5.2 ± 0.3 [50] TCT

Protons minimum Vdepl 4.0 ± 1.4 — [3, 51] Test-beam
Protons 25h at 60�C 2.2 ± 0.4 — [3, 51] Test-beam

means of the Shockley-Ramo theorem [40, 41]:

i = q ÆEw · Æv, (4.4)

where ÆEw is the Ramo (or weighting) field that describes the induction coupling of the moving
charge to a specific electrode. The Ramo field can be calculated by applying a unit potential to the
electrode under consideration and zero potential to all other electrodes. Integrating eq. (4.4) over a
certain drift time, the charge Q induced on the electrode can be expressed as:

Qinduced = �q[�w(Æxend) � �w(Æxstart)],

where �w is the Ramo (or weighting) potential with ÆEw = �r�w and Æxstart,end are the initial (final)
positions of the charge carrier under consideration. The Ramo potential depends only on geometry
and therefore can be computed once prior to any event simulation.

The Ramo potential is calculated using TCAD to solve the Poisson equation; for planar sensors,
most of the variation in the Ramo potential is in the z direction, but the x and y dependence must
also be included in order to account for charge induced on the neighbouring pixels. Figure 14 shows
a slice of the three-dimensional Ramo potential in the centre of the pixel electrode (y = 0). The
vertical line indicates the edge of the pixels: the Ramo potential has sizeable contributions in the
neighbouring pixels.

The combination of the Ramo potential and charge trapping is illustrated in figure 15 for planar
sensors. On the electrode of the same pixel in which the electrons and holes originate, the induced
charge equals the electron charge if the time to be trapped exceeds the time to drift toward the
electrode (figure 15(a)). The average collected charge is an asymmetric function of the depth inside
the sensor because the drift and trapping times are di�erent for electrons and holes and the Ramo
potential is very asymmetric: the average fraction is lower far away from the collecting electrode.
The charge induced on neighbouring pixels is shown in figures 15(b) and 15(c). As the trapping
time exceeds the drift time, the integrated induced current amounts to the full electron charge in the
primary pixel and the charge in the neighbours is zero. For some combinations of starting location
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The values we use in our modeling:
βe = (4.5 ± 1.5) × 10-16 cm2/ns 
βh = (6.5 ± 1.5) × 10-16 cm2/ns

https://doi.org/10.1088/1748-0221/14/06/P06012


Lorentz Angle vs luminosity
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Fluence estimates – planar sensors
• Estimates for Run3 year by year 
• 50 / 80 / 80 / 80 fb-1 scenario

• +/- 10-15% due to fluence conversion factors

Layer / 
Fluence @

End Run2
[1014 neq/cm2]

Mid 2022
[1014 neq/cm2]

Mid 2023 
[1014 neq/cm2]

Mid 2024
[1014 neq/cm2]

Mid 2025
[1014 neq/cm2]

IBL 6.4 7.2 10 13 17.9

BL 5.86 6.8 9.2 12 14.8

L1 2.58 3 4 5.3 6.6

L2 1.73 2 2.7 3.6 4.5
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Fitting depletion voltage
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Minimum of carrier velocities vs bias
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Radiation damage measurements
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Most probable value of the cluster charge measured on the B-Layer modules as a function of the applied bias voltage for 
clusters associated to reconstructed particle tracks. The plot compares the observed trend in the bias voltage scan 
performed at the end of Run 2 in 2018 with those in the scans during cosmic-ray muon data takings in the LHC Long 
Shutdown 2 (LS2) after lowering the analog thresholds to the settings chosen for Run 3. The cluster charge measured 
above the depletion voltage increases after the threshold decrease and remains constant, within uncertainties, over the 
last year of  LS2.

ATLAS Pixel B-Layer Voltage Scans during LS2
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CR µ data taken during LS2, after lowering 
the analog thresholds to the settings 
chosen for Run 3

The cluster charge measured
above the depletion voltage increases after 
the threshold decrease and remains 
constant, within uncertainties, over the last 
year of LS2
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https://cds.cern.ch/record/2814798
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FBK: set of models by FBK colleagues using Synopsys
Joern set + bipolar: basic set of models for bipolar 
devices in Silvaco

Conclusion: no difference apart for “Joern set + bipolar”

LHCb TCAD model

Structures and models
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http://dx.doi.org/10.1016/j.nima.2017.08.042


Enhancing Allpix2 capabilities
New module to read field maps from Silvaco 
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Trapping implemented too!
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16

Layer Sensor
Type

Thickn.
[µm]

Sensor
Size [µm²]

Module
Type

Module 
installed

Replace-
ment

Fluence w/ SF
[1e15 neq/cm²]

L0 barrel 3D n-in-p 150 25x100 1E Triplet 288 Yes 18

L0 rings 3D n-in-p 150 50x50 1E Triplet 900 Yes 18

L1 Planar n-in-p 100 50x50 Quad 1160 Yes 4

L2-4 Planar n-in-p 150 50x50 Quad 6816 No 4-1 

ITk Pixel Overview
Local supports   

Inner System (IS)

Outer End-Cap (EC) Outer Barrel (OB)

Inner System (IS)

EC

Outer Barrel (OB)

Inner system can be replaced at 2000 fb-1
Outer system need to survive to 4000 fb-1

Calderini @ Vertex 2021

https://indico.cern.ch/event/1047531/contributions/4510411/attachments/2317993/3946400/ATLAS_ITk_Vertex2021_Calderini.pdf


Lorentz angle studies – carriers drift
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Lorentz angle studies – carriers drift



Average Lorentz angle deflection
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θLA ~ 35 mrad



Electric field profile and mobility
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 = 600 Vbias, V2/cmeq n1510× = 4Φ

~ 3.5e4 V/cm

~ 1.3e5 V/cm Highest electric field
µe = ~ 9e-3 m^2/V/s =>
θLA ~ 18 mrad

Lowest electric field
µe = ~ 30e-3 m^2/V/s =>
θLA ~ 60 mrad

T = 253 K

In previous slide:
θLA ~ 35 mrad

Ballpark!



Average Lorentz angle deflection vs z
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Average Lorentz angle deflection vs z
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 = 600 Vbias, V2/cmeq n1510× = 4Φm, µw = 100  = 600 Vbias, V2/cmeq n1510× = 4Φm, µw = 100 
Coarse interpolation grid for implant zone

Not a problem as it is about 6 µm path so we do not
expect a lot of deflection 



Average Lorentz angle deflection vs z
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Cleanining up last 3 points
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m]µ z position [
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0.035

0.04

0.045

)>
LAθ

 <
ta

n(

 / ndf 2χ  95.78 / 42
Prob  06− 4.415e
p0       05− 7.172e± 0.0323 
p1        0.00382±0.2707 − 
p2        0.1584± 0.9339 
p3        3.887± 10.21 

 / ndf 2χ  95.78 / 42
Prob  06− 4.415e
p0       05− 7.172e± 0.0323 
p1        0.00382±0.2707 − 
p2        0.1584± 0.9339 
p3        3.887± 10.21 

 = 600 Vbias, V2/cmeq n1510× = 4Φm, µw = 100 

Again pol3 does a decent job

Since largest LA is ~ 45 mrad, even assuming maximal deflection the correction in the last 10 µm will be less than 1 µm

So, as for charge, we can “complete” the map for very short drift distances with a constant (25 mrad?) value



Comparison
PIX-2017-005

Highest electric field
µe = ~ 9e-3 m^2/V/s =>
θLA ~ 18 mrad

Lowest electric field
µe = ~ 30e-3 m^2/V/s =>
θLA ~ 60 mrad

T = 253 K
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/PIX-2017-005/


3D sensors for ITk
Ø What do we do with 3D sensors?

• For groups of electrons: 
1. Calculate distance r from central column
2. Get from lookup table the fraction k of induced charge

• For groups of holes (if needed):
1. Determine the quadrant of the charge
2. Calculate distance r from the collecting column
3. Get from lookup table the fraction k of induced charge
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Lorentz angle in rings 

16

Layer Sensor
Type

Thickn.
[µm]

Sensor
Size [µm²]

Module
Type

Module 
installed

Replace-
ment

Fluence w/ SF
[1e15 neq/cm²]

L0 barrel 3D n-in-p 150 25x100 1E Triplet 288 Yes 18

L0 rings 3D n-in-p 150 50x50 1E Triplet 900 Yes 18

L1 Planar n-in-p 100 50x50 Quad 1160 Yes 4

L2-4 Planar n-in-p 150 50x50 Quad 6816 No 4-1 

ITk Pixel Overview
Local supports   

Inner System (IS)

Outer End-Cap (EC) Outer Barrel (OB)

Inner System (IS)

EC

Outer Barrel (OB)

Inner system can be replaced at 2000 fb-1
Outer system need to survive to 4000 fb-1

B

E

B

FL

Do carriers “curve” inside the cell?

Discussed and tested with Allpix2…
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IBL, 20 V

… yes, they do J



Simulation ingredients – trapping constants
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Based on 2016 CMS paper

Possible 
parametrisations

https://iopscience.iop.org/article/10.1088/1748-0221/11/04/P04023/pdf

