
Plan for the course
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Lecture 1: big picture

• Why jets?

• : singularity structure

• Resummation and parton showers

γ* → qq̄g

Lecture 2: jet algorithms

• Core ideas of jet reconstruction

• Sequential recombination algorithms

• Optimising jet parameters

Lecture 3: jet substructure

• The question of flavour

• Calculability: groomed jet mass

• Observables at the LHC



How to define jet flavour? And why is it important?
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Light flavour Heavy flavour

Is it a quark or a gluon-
induced jet?

Relevant for e.g. 
organising matching to 
resummation

Possible to address at 
fixed-order

Is it a heavy-quark initiated 
jet? Exp definition 

An ( anti-  ) jet is flavoured if it 
contains at least one heavy hadron 
within  with 

kt

ΔR < R pt > pt,cut

Critical to address calculability 
for robust theory-to-data 
comparisons 



Importance of jet flavour algo for matching NkLO and NkLL 
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 Combining fixed-order and resummation calculations, e.g.

Need procedure to assign  final-state to  Born, e.g. qq̄g qq̄ → qq̄
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Need procedure to assign  final-state to  Born, e.g. qq̄g qq̄ → qq̄

Importance of jet flavour algo for matching NkLO and NkLL 

 Combining fixed-order and resummation calculations, e.g.
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Problem! Again IRC unsafety

Arbitrarily soft  changes flavourg → qq̄

Importance of jet flavour algo for matching NkLO and NkLL 

 Combining fixed-order and resummation calculations, e.g.
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Original solution: flavour  algorithm (for ee)kt

Modify metric to reflect soft quark divergences

Importance of jet flavour algo for matching NkLO and NkLL 

[Banfi et al Eur.Phys.J.C 47 (2006) 113-124]

 Combining fixed-order and resummation calculations, e.g.

https://inspirehep.net/literature/708784
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Original solution: flavour  algorithm in actionkt

IRC safe in  (issues at  for pp). 
Also, LHC experiments like anti-  jets

e+e− 𝒪(α3
s )
kt

Importance of jet flavour algo for matching NkLO and NkLL 

[Caola et al Phys.Rev.D 108 (2023) 9, 094010]

 Combining fixed-order and resummation calculations, e.g.

https://inspirehep.net/literature/2668331


Issues with heavy-flavour: theory
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 Theoretically, there are two ways of dealing with heavy-quarks

FIG. 3. Reconstructed Higgs boson transverse momentum (see text for details) calculated at NLO (upper plots) and NNLO (lower
plots) for central values of the renormalization and factorization scales. Lower panes show ratios of massless to massive results. See text
for details.

FIG. 4. The transverse momentum distribution of the leading b jet calculated at NNLO for central values of the renormalization and
factorization scales. Lower panes show ratios of massless to massive results. See text for details.

BOTTOM QUARK MASS EFFECTS IN ASSOCIATED WH … PHYS. REV. D 101, 114012 (2020)

114012-7

[Behring et al PRD 101 (2020) 11, 114012]

https://inspirehep.net/literature/1785954


Issues with heavy-flavour: theory and experiment
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An ( anti-  ) jet is flavoured if it contains at least one heavy hadron 
within  with 

kt
ΔR < R pt > pt,cut

[Discussion based on R. Gauld et al Phys.Rev.Lett. 130 (2023) 16, 161901, Eur. Phys. J. C (2023) 83:336]

https://inspirehep.net/literature/2141281
https://inspirehep.net/literature/2636774
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An ( anti-  ) jet is flavoured if it contains at least one heavy hadron 
within  with 
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Fig. 6 Examples of
configurations which lead to an
IRC sensitivity: a a double
(even) tagged jet; b a tag with a
pmin

T,q requirement; c a jet tag
with a soft sensitivity (in the
absence of a pmin

T,q requirement)

a single hard gluon) clearly carries zero quark flavour.
This could be overcome by accounting for the total quark
flavour in the jet, such as assigning quantum numbers
q(q̄) = +(−)1 and summing them to obtain the net
flavour (alternatively one can consider flavoured jets as
those with an overall odd number of q and q̄).

(b) The second configuration depicts the production of the
lepton pair, recoiling against a hard qg pair in a collinear
configuration (i.e. at least one, or both, of the quark and
gluon is hard but pq · pg → 0). Again, when the anti-
kT algorithm is applied, both q and g are reconstructed
inside the same jet. As the tagging prescription requires
the presence of a c-hadron with pT,c > 5 GeV, it is possi-
ble that the outgoing quark does not satisfy this criterion
(depending on the momentum sharing with the gluon).
This introduces a collinear sensitivity as the pT,c require-
ment may distinguish from the case where the hard initial
quark does not split to the collinear qg pair.

(c) The collinear sensitivity discussed above can be over-
come by removing the pmin

T,c requirement. However, this
would introduce a new problem which is depicted in
the third configuration. In this case, the culprit is a soft
gluon which subsequently splits to a qq̄ pair at wide
angles. It is possible that one of the quarks (pq in the
figure) is produced close in ∆R to a hard parton (p j ), i.e.
∆R( j, q) < 0.5. This would introduces a soft sensitivity
as the flavour of the jet would be altered by the presence
of the soft quark.

From a purely experimental point of view, it is clear that
the current definition of tagging heavy-flavour jets is a sensi-
ble one. Identifying those jets with multiple tags (as oppose to
at least one) requires to more carefully account for the exper-
imental (in)efficiency and mistag rates. It is also extremely
to difficult distinguish between the signature of one or two

collinear heavy-flavour objects (e.g. a bunch of displaced
tracks appearing to originate from a single displaced vertex).
Furthermore, removing the pmin

T,c would mean accounting for
a region where it is experimentally challenging to identify
displaced vertices. However, this choice has serious ramifi-
cations for the theory predictions, and importantly for the
interpretation of the data.

Theoretical predictions of charm jet observables which
are not IRC safe are logarithmically sensitive to the mass
of the charm quark mc. The corresponding fixed-order pre-
dictions for such observables therefore include corrections
which depend logarithmically on the charm quark mass. If
the observable/process under consideration involves energy
scales which are large compared to the quark mass (e.g. the
transverse energy/momentum of a jet or a boson), the log-
arithmic corrections become large (due to the separation of
scales) and thus limit the theory precision/perturbative sta-
bility. The mc → 0 limit of such predictions is not well
defined (it is divergent), meaning that a calculation based
on massless quarks of such observables does not exist. The
implications of this are that fixed-order predictions must be
performed in a scheme where the charm quark is massive,
i.e. in a fixed-flavour-number scheme with nmax

f = 3, where
mass factorisation is not performed for the charm quark, and
it is decoupled from the running of αs. Note that the per-
turbative charm-quark PDF does still exist in the massive
scheme (where a logarithmic sensitivity to the charm-quark
mass exists, see for example [50–55]). Practically, it is gen-
erated numerically after integration over the phase-space of
the massive quark during the calculation.

The requirement that a fixed-order prediction must be car-
ried out with a massive calculation is problematic for observ-
ables which are designed to be sensitive to the nature of the
charm quark PDF. Such observables contain a logarithmic
sensitivity on the charm-quark mass as a result of the IRC

123

Problem:  is flavoured even in 
the collinear limit.

g → qq̄

Solution: consider flavour jet to have 
odd number of  and q q̄
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An ( anti-  ) jet is flavoured if it contains at least one heavy hadron 
within  with 
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Fig. 6 Examples of
configurations which lead to an
IRC sensitivity: a a double
(even) tagged jet; b a tag with a
pmin

T,q requirement; c a jet tag
with a soft sensitivity (in the
absence of a pmin

T,q requirement)

a single hard gluon) clearly carries zero quark flavour.
This could be overcome by accounting for the total quark
flavour in the jet, such as assigning quantum numbers
q(q̄) = +(−)1 and summing them to obtain the net
flavour (alternatively one can consider flavoured jets as
those with an overall odd number of q and q̄).

(b) The second configuration depicts the production of the
lepton pair, recoiling against a hard qg pair in a collinear
configuration (i.e. at least one, or both, of the quark and
gluon is hard but pq · pg → 0). Again, when the anti-
kT algorithm is applied, both q and g are reconstructed
inside the same jet. As the tagging prescription requires
the presence of a c-hadron with pT,c > 5 GeV, it is possi-
ble that the outgoing quark does not satisfy this criterion
(depending on the momentum sharing with the gluon).
This introduces a collinear sensitivity as the pT,c require-
ment may distinguish from the case where the hard initial
quark does not split to the collinear qg pair.

(c) The collinear sensitivity discussed above can be over-
come by removing the pmin

T,c requirement. However, this
would introduce a new problem which is depicted in
the third configuration. In this case, the culprit is a soft
gluon which subsequently splits to a qq̄ pair at wide
angles. It is possible that one of the quarks (pq in the
figure) is produced close in ∆R to a hard parton (p j ), i.e.
∆R( j, q) < 0.5. This would introduces a soft sensitivity
as the flavour of the jet would be altered by the presence
of the soft quark.

From a purely experimental point of view, it is clear that
the current definition of tagging heavy-flavour jets is a sensi-
ble one. Identifying those jets with multiple tags (as oppose to
at least one) requires to more carefully account for the exper-
imental (in)efficiency and mistag rates. It is also extremely
to difficult distinguish between the signature of one or two

collinear heavy-flavour objects (e.g. a bunch of displaced
tracks appearing to originate from a single displaced vertex).
Furthermore, removing the pmin

T,c would mean accounting for
a region where it is experimentally challenging to identify
displaced vertices. However, this choice has serious ramifi-
cations for the theory predictions, and importantly for the
interpretation of the data.

Theoretical predictions of charm jet observables which
are not IRC safe are logarithmically sensitive to the mass
of the charm quark mc. The corresponding fixed-order pre-
dictions for such observables therefore include corrections
which depend logarithmically on the charm quark mass. If
the observable/process under consideration involves energy
scales which are large compared to the quark mass (e.g. the
transverse energy/momentum of a jet or a boson), the log-
arithmic corrections become large (due to the separation of
scales) and thus limit the theory precision/perturbative sta-
bility. The mc → 0 limit of such predictions is not well
defined (it is divergent), meaning that a calculation based
on massless quarks of such observables does not exist. The
implications of this are that fixed-order predictions must be
performed in a scheme where the charm quark is massive,
i.e. in a fixed-flavour-number scheme with nmax

f = 3, where
mass factorisation is not performed for the charm quark, and
it is decoupled from the running of αs. Note that the per-
turbative charm-quark PDF does still exist in the massive
scheme (where a logarithmic sensitivity to the charm-quark
mass exists, see for example [50–55]). Practically, it is gen-
erated numerically after integration over the phase-space of
the massive quark during the calculation.

The requirement that a fixed-order prediction must be car-
ried out with a massive calculation is problematic for observ-
ables which are designed to be sensitive to the nature of the
charm quark PDF. Such observables contain a logarithmic
sensitivity on the charm-quark mass as a result of the IRC

123

Problem: collinear  might make 
the heavy-quark fall below the .

q → qg
pt,cut

Solution: introduce a fragmentation 
function
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Fig. 6 Examples of
configurations which lead to an
IRC sensitivity: a a double
(even) tagged jet; b a tag with a
pmin

T,q requirement; c a jet tag
with a soft sensitivity (in the
absence of a pmin

T,q requirement)

a single hard gluon) clearly carries zero quark flavour.
This could be overcome by accounting for the total quark
flavour in the jet, such as assigning quantum numbers
q(q̄) = +(−)1 and summing them to obtain the net
flavour (alternatively one can consider flavoured jets as
those with an overall odd number of q and q̄).

(b) The second configuration depicts the production of the
lepton pair, recoiling against a hard qg pair in a collinear
configuration (i.e. at least one, or both, of the quark and
gluon is hard but pq · pg → 0). Again, when the anti-
kT algorithm is applied, both q and g are reconstructed
inside the same jet. As the tagging prescription requires
the presence of a c-hadron with pT,c > 5 GeV, it is possi-
ble that the outgoing quark does not satisfy this criterion
(depending on the momentum sharing with the gluon).
This introduces a collinear sensitivity as the pT,c require-
ment may distinguish from the case where the hard initial
quark does not split to the collinear qg pair.

(c) The collinear sensitivity discussed above can be over-
come by removing the pmin

T,c requirement. However, this
would introduce a new problem which is depicted in
the third configuration. In this case, the culprit is a soft
gluon which subsequently splits to a qq̄ pair at wide
angles. It is possible that one of the quarks (pq in the
figure) is produced close in ∆R to a hard parton (p j ), i.e.
∆R( j, q) < 0.5. This would introduces a soft sensitivity
as the flavour of the jet would be altered by the presence
of the soft quark.

From a purely experimental point of view, it is clear that
the current definition of tagging heavy-flavour jets is a sensi-
ble one. Identifying those jets with multiple tags (as oppose to
at least one) requires to more carefully account for the exper-
imental (in)efficiency and mistag rates. It is also extremely
to difficult distinguish between the signature of one or two

collinear heavy-flavour objects (e.g. a bunch of displaced
tracks appearing to originate from a single displaced vertex).
Furthermore, removing the pmin

T,c would mean accounting for
a region where it is experimentally challenging to identify
displaced vertices. However, this choice has serious ramifi-
cations for the theory predictions, and importantly for the
interpretation of the data.

Theoretical predictions of charm jet observables which
are not IRC safe are logarithmically sensitive to the mass
of the charm quark mc. The corresponding fixed-order pre-
dictions for such observables therefore include corrections
which depend logarithmically on the charm quark mass. If
the observable/process under consideration involves energy
scales which are large compared to the quark mass (e.g. the
transverse energy/momentum of a jet or a boson), the log-
arithmic corrections become large (due to the separation of
scales) and thus limit the theory precision/perturbative sta-
bility. The mc → 0 limit of such predictions is not well
defined (it is divergent), meaning that a calculation based
on massless quarks of such observables does not exist. The
implications of this are that fixed-order predictions must be
performed in a scheme where the charm quark is massive,
i.e. in a fixed-flavour-number scheme with nmax

f = 3, where
mass factorisation is not performed for the charm quark, and
it is decoupled from the running of αs. Note that the per-
turbative charm-quark PDF does still exist in the massive
scheme (where a logarithmic sensitivity to the charm-quark
mass exists, see for example [50–55]). Practically, it is gen-
erated numerically after integration over the phase-space of
the massive quark during the calculation.

The requirement that a fixed-order prediction must be car-
ried out with a massive calculation is problematic for observ-
ables which are designed to be sensitive to the nature of the
charm quark PDF. Such observables contain a logarithmic
sensitivity on the charm-quark mass as a result of the IRC

123

Issues with heavy-flavour: theory and experiment
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An ( anti-  ) jet is flavoured if it contains at least one heavy hadron 
within  with 

kt
ΔR < R pt > pt,cut

Problem: soft, large-angle  
pollutes the flavour of other jets

g → qq̄

Solution: none within a flavour agnostic 
jet algorithm
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Fig. 6 Examples of
configurations which lead to an
IRC sensitivity: a a double
(even) tagged jet; b a tag with a
pmin

T,q requirement; c a jet tag
with a soft sensitivity (in the
absence of a pmin

T,q requirement)

a single hard gluon) clearly carries zero quark flavour.
This could be overcome by accounting for the total quark
flavour in the jet, such as assigning quantum numbers
q(q̄) = +(−)1 and summing them to obtain the net
flavour (alternatively one can consider flavoured jets as
those with an overall odd number of q and q̄).

(b) The second configuration depicts the production of the
lepton pair, recoiling against a hard qg pair in a collinear
configuration (i.e. at least one, or both, of the quark and
gluon is hard but pq · pg → 0). Again, when the anti-
kT algorithm is applied, both q and g are reconstructed
inside the same jet. As the tagging prescription requires
the presence of a c-hadron with pT,c > 5 GeV, it is possi-
ble that the outgoing quark does not satisfy this criterion
(depending on the momentum sharing with the gluon).
This introduces a collinear sensitivity as the pT,c require-
ment may distinguish from the case where the hard initial
quark does not split to the collinear qg pair.

(c) The collinear sensitivity discussed above can be over-
come by removing the pmin

T,c requirement. However, this
would introduce a new problem which is depicted in
the third configuration. In this case, the culprit is a soft
gluon which subsequently splits to a qq̄ pair at wide
angles. It is possible that one of the quarks (pq in the
figure) is produced close in ∆R to a hard parton (p j ), i.e.
∆R( j, q) < 0.5. This would introduces a soft sensitivity
as the flavour of the jet would be altered by the presence
of the soft quark.

From a purely experimental point of view, it is clear that
the current definition of tagging heavy-flavour jets is a sensi-
ble one. Identifying those jets with multiple tags (as oppose to
at least one) requires to more carefully account for the exper-
imental (in)efficiency and mistag rates. It is also extremely
to difficult distinguish between the signature of one or two

collinear heavy-flavour objects (e.g. a bunch of displaced
tracks appearing to originate from a single displaced vertex).
Furthermore, removing the pmin

T,c would mean accounting for
a region where it is experimentally challenging to identify
displaced vertices. However, this choice has serious ramifi-
cations for the theory predictions, and importantly for the
interpretation of the data.

Theoretical predictions of charm jet observables which
are not IRC safe are logarithmically sensitive to the mass
of the charm quark mc. The corresponding fixed-order pre-
dictions for such observables therefore include corrections
which depend logarithmically on the charm quark mass. If
the observable/process under consideration involves energy
scales which are large compared to the quark mass (e.g. the
transverse energy/momentum of a jet or a boson), the log-
arithmic corrections become large (due to the separation of
scales) and thus limit the theory precision/perturbative sta-
bility. The mc → 0 limit of such predictions is not well
defined (it is divergent), meaning that a calculation based
on massless quarks of such observables does not exist. The
implications of this are that fixed-order predictions must be
performed in a scheme where the charm quark is massive,
i.e. in a fixed-flavour-number scheme with nmax

f = 3, where
mass factorisation is not performed for the charm quark, and
it is decoupled from the running of αs. Note that the per-
turbative charm-quark PDF does still exist in the massive
scheme (where a logarithmic sensitivity to the charm-quark
mass exists, see for example [50–55]). Practically, it is gen-
erated numerically after integration over the phase-space of
the massive quark during the calculation.

The requirement that a fixed-order prediction must be car-
ried out with a massive calculation is problematic for observ-
ables which are designed to be sensitive to the nature of the
charm quark PDF. Such observables contain a logarithmic
sensitivity on the charm-quark mass as a result of the IRC

123

This definition is IRC 
unsafe in massless 
pQCD calculations
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An ( anti-  ) jet is fl


kt
ΔR < R pt > pt,cut

This defi



Several solutions are now available. 
Check https://github.com/jetflav

https://github.com/jetflav


What to do with anti-  jets?kt

13

17

9 Comparison to theory
An overview of the unfolded cross sections obtained for the 2D and 3D measurements and the
corresponding fixed-order theoretical predictions at NNLO, complemented by NP and elec-
troweak corrections, is presented in Fig. 8. For a more detailed comparison, ratios of the mea-
sured cross sections to the theoretical predictions are shown in Figs. 9 and 10.

The theoretical predictions are obtained using recent NNLOPDF sets available via the LHAPDF [54]
library (version 6.3.0), namely ABMP16 [55], CT18 [56], MSHT20 [57], and NNPDF3.1 [58]. All
PDF sets are derived in global fits to data from multiple experiments while fixing the value
of the strong coupling constant αS(mZ) to 0.118, except for ABMP16, where αS(mZ) = 0.1147
is determined in the fit together with all other parameters. The uncertainties in the cross sec-
tion predictions due to the PDFs are calculated as 68% confidence intervals following the pre-
scriptions given in the respective references. The PDF uncertainty bands shown in Fig. 10 are
obtained using the CT18 PDF set and do not account for the finite precision of αS(mZ).

The predictions for different PDFs are generally in agreement with each other within the PDF
uncertainties, except for the AMBP16 PDF, for which the predicted cross sections are generally
smaller than those for other PDFs. At large m1,2 or 〈pT〉1,2, the predictions obtained for the
different PDF sets show a diverging trend, while still remaining compatible within the PDF
uncertainties.

The level of agreement between the theoretical predictions and the data is observed to be good
in most phase space regions, with some deviations at the lower ends of the spectra and in
the outer rapidity regions. In general, the theoretical predictions for R = 0.8 are observed
to provide a better description of the data than for R = 0.4, which is consistent with past
observations [43, 59–62].
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Figure 8: Differential dijet cross sections, illustrated here for the 2D measurement as a function
of m1,2 using jets with R = 0.8 (left), and the 3D measurement as a function of 〈pT〉1,2 using jets
with R = 0.4 (right). The markers and lines indicate the measured unfolded cross sections and
the corresponding NNLO predictions, respectively. For better visibility, the values are scaled
by a factor depending on the rapidity region, as indicated in the legend. Analogous plots for
all other jet sizes and observables can be found in Appendix B.

Test QCD (including EW corrections) over 7 orders of magnitude 

[CMS Collab arXiv:2312.16669 ]

αs(MZ) = 0.1179 ± 0.0019

https://arxiv.org/abs/2312.16669
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Particle Transformer for Jet Tagging

Huilin Qu 1 Congqiao Li 2 Sitian Qian 2

Abstract
Jet tagging is a critical yet challenging classifica-
tion task in particle physics. While deep learning
has transformed jet tagging and significantly
improved performance, the lack of a large-scale
public dataset impedes further enhancement.
In this work, we present JETCLASS, a new
comprehensive dataset for jet tagging. The
JETCLASS dataset consists of 100 M jets, about
two orders of magnitude larger than existing
public datasets. A total of 10 types of jets are
simulated, including several types unexplored for
tagging so far. Based on the large dataset, we
propose a new Transformer-based architecture for
jet tagging, called Particle Transformer (ParT).
By incorporating pairwise particle interactions in
the attention mechanism, ParT achieves higher
tagging performance than a plain Transformer
and surpasses the previous state-of-the-art,
ParticleNet, by a large margin. The pre-trained
ParT models, once fine-tuned, also substantially
enhance the performance on two widely adopted
jet tagging benchmarks. The dataset, code and
models are publicly available at https:

//github.com/jet-universe/

particle_transformer.

1. Introduction
Machine learning has revolutionized how large-scale data
samples are analyzed in particle physics and greatly in-
creased the discovery potential for new fundamental laws
of nature (Radovic et al., 2018). Specifically, deep learning
has transformed how jet tagging, a critical classification
task at high-energy particle colliders such as the CERN
LHC, is performed, leading to a drastic improvement in its
performance (Kogler et al., 2019; Larkoski et al., 2020).

1CERN, Geneva, Switzerland 2School of Physics, Peking
University, Beijing, China. Correspondence to: Huilin Qu
<huilin.qu@cern.ch>, Congqiao Li <licongqiao@pku.edu.cn>,
Sitian Qian <stqian@pku.edu.cn>.

Proceedings of the 39 th
International Conference on Machine

Learning, Baltimore, Maryland, USA, PMLR 162, 2022. Copy-
right 2022 by the author(s).
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Figure 1. Illustration of jet tagging at the CERN LHC. High-energy
proton-proton collisions at the LHC can produce new unstable par-
ticles that decay and yield a collimated spray of outgoing particles.
These outgoing particles are measured by complex particle de-
tector systems, and jets can be built (“reconstructed”) from these
measured particles. The goal of jet tagging is to classify the jets
and identify those arising from particles of high interest, e.g., the
Higgs boson, the W or Z boson, or the top quark.

At the CERN LHC, two beams of protons are accelerated to
nearly the speed of light and made to collide at a frequency
of 40 million times per second (40 MHz). Such high-energy
collisions can create new unstable particles, which then de-
cay and produce sprays of outgoing particles. Complex
detector systems, such as the general-purpose ATLAS (AT-
LAS Collaboration, 2008) and CMS (CMS Collaboration,
2008) detectors with O(100 M) individual sensors of var-
ious types, are used to measure the positions, trajectories,
energies, and momenta of the outgoing particles. From these
measurements, an event is reconstructed for each collision.
The primary goal in the analysis of the collision data is to
identify events involving novel physics processes, an exam-
ple of which is the discovery of the Higgs boson (ATLAS
Collaboration, 2012; CMS Collaboration, 2012).

A crucial step in the data analysis process is jet tagging. A
jet refers to a collimated spray of outgoing particles. Jet
tagging is the process of identifying the type of particle
that initiates a jet. It is essentially a classification task that
aims to distinguish jets arising from particles of interest,
such as the Higgs boson or the top quark, from other less
interesting types of jets. Jet tagging is a challenging task
because the particle initiating a jet can radiate, and the
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[Qu et al. arXiv:2202.03772]

Have to deal with boosted object reconstruction

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.121.121801
https://inspirehep.net/literature/1691634
https://inspirehep.net/literature/2029602
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LHC energies (104 GeV) >> electroweak scale (102 GeV)

θ ≈
1

z(1 − z)
MX

pT,X
with pT,X ≫ MX

Highly Lorentz-boosted resonances end up reconstructed as a single, 
large-R jet

X 1 − z

z

1 − z

z
qvs

Signal QCD background

X 1 − z

z

1 jet

How to distinguish signal jets from QCD background?
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QCD background

g

Not enough to put a cut on the plain jet mass
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[Larkoski et al JHEP 05 (2014) 146]

๏ Recluster anti-  jet with C/A algorithm: angular ordered sequencekt

๏ Undo last clustering step, i.e. pair of subjets with largest angle

๏ Check SoftDrop condition: 
๏ If branch point satisfies the condition, stop
๏ Else, remove the softer branch and continue down the hard branch  

Net effect for  is to remove soft radiation from the jetβ = 0

https://inspirehep.net/literature/1281068
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Grooming (using SoftDrop as an example) theoretically  

23SoftDrop becomes active when ρ < zcut
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Amazing agreement (% level) between pQCD and data
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Figure 3: The unfolded log10(⇢2) distribution for anti-kt R = 0.8 jets with plead
T > 600 GeV, after the soft drop

algorithm is applied for � 2 {0, 1, 2}, in data compared to P�����, S�����, and H�����++ particle-level (left),
and NLO+NLL(+NP) [15] and LO+NNLL [17, 18] theory predictions (right). The LO+NNLL calculation does
not have non-perturbative (NP) corrections; the region where these are expected to be large is shown in a open
marker (but no correction is applied), while regions where they are expected to be small are shown with a filled
marker. All uncertainties described in the text are shown on the data; the uncertainties from the calculations are
shown on each one. The distributions are normalized to the integrated cross section, �resum, measured in the
resummation region, �3.7 < log10(⇢2) < �1.7. The NLO+NLL+NP cross-section in this resummation regime
is 0.14, 0.19, and 0.21 nb for � = 0, 1, 2, respectively [15].
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[Calculation: Frye et al JHEP 07 (2016) 064] [Data: ATLAS Collab PRL 121 (2018) 092001]

https://inspirehep.net/literature/1437957
https://inspirehep.net/literature/1637587
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4

of ✓g will remove the 1 parton region of phase space. By
resumming the p(✓g) distribution to all orders in ↵s, the
✓g ! 0 limit is regulated, and the integral in eq. (5) yields
a finite distribution for p(zg). In this way, zg is a collinear
unsafe but “Sudakov safe” observable [97].

Remarkably, to lowest non-trivial order, the probabil-
ity distribution for p(zg) can be directly expressed in
terms of the QCD splitting function as [71]

p(zg) =
X

i

fi pi(zg), (6)

where fi is the fraction of the event sample composed of
jets initiated by partons of flavor i (i.e. quarks or gluons),
and

pi(z) =
P i(z)

R 1/2
zcut

dz0 P i(z0)
⇥(z > zcut) + O(↵s), (7)

where

P i(z) =
X

j,k

⇥
Pi!jk(z) + Pi!jk(1 � z)

⇤
. (8)

The zg distribution is a flavor-averaged, z-symmetrized,
zcut-truncated, and normalized version of the QCD split-
ting function. Because of a supersymmetric relationship
between the quark and gluon splitting functions [98, 99],
P i is the same for quarks and gluons to an excellent ap-
proximation, such that

p(zg) '

2 zg

1�zg
+ 2 1�zg

zg
+ 1

3
2 (2zcut � 1) + 2 log 1�zcut

zcut

, (9)

and the probability distribution for zg is independent of
↵s at leading order. In this way, measuring zg exposes the
QCD splitting function. The predicted zg distribution
can be refined by performing higher-order calculations.
As in ref. [71], we calculate p(✓g) to modified leading-
logarithmic (MLL) accuracy, which includes running cou-
pling e↵ects and subleading terms in the splitting func-
tions. We also calculate p(zg|✓g) to leading fixed order in
the collinear approximation and obtain an analytic pre-
diction for p(zg) using eq. (5). While not shown below,
the theoretical uncertainties on p(zg) can be estimated
by varying the di↵erent renormalization scales that enter
the calculation [87].

In Fig. 5, we show the zg distribution for our jet selec-
tion, comparing the analytic expression in eq. (5) (which
extends eq. (9) to MLL accuracy), three parton shower
generators, and the CMS Open Data. Strictly speak-
ing, the theoretical calculation described above should
be modified [100, 101] to account for the fact that the
current analysis is based only on charged particles; for
this reason, we show p(zg) without its uncertainty band
to emphasize its qualitative nature. Notwithstanding the
above, the CMS Open Data agrees very well with the
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FIG. 5. Distribution of zg from mMDT/soft drop. The theory
distribution is from an all-particle prediction, yet agrees very
well with the track-based distributions.

theory calculation as well as with the Monte Carlo par-
ton showers, and the characteristic 1/z behavior expected
from the QCD splitting function is seen in all distribu-
tions. The one point where there is a noticeable (but
expected) di↵erence between the open data and the par-
ton showers is at zg = 0, which corresponds to jets that
have only one constituent after soft drop. Because close-
by particles can be reconstructed as a single PFC due to
finite angular resolution, the CMS Open Data is expected
to have more “one particle” jets than the parton shower
generators. We have evidence that the small di↵erence
between the parton showers and the theory distribution
at zg ' zcut is due to growing logarithms of zg that are
not resummed in our MLL approach. We verified that
these discrepancies are suppressed for zcut = 0.2 and en-
hanced for zcut = 0.05, consistent with this expectation.

The CMS Open Data represents a new chapter in par-
ticle physics, since for the first time, high-quality collider
data has been released to scientists not a�liated with
an experimental collaboration. In this paper, we applied
state-of-the-art jet substructure techniques on the CMS
Open Data and exposed the QCD splitting function,
which encodes the universal behavior of gauge theories
in the collinear limit. This was only possible because of
theoretical advances on Sudakov safe observables, which
allowed us to predict the zg distribution from first prin-
ciples, and the fantastic experimental performance of the
CMS detector, which allowed us to perform a detailed
study of the substructure of jets. We hope this letter
inspires scientists outside of the LHC collaborations to
incorporate CMS Open Data into their research and mo-
tivates the LHC collaborations to continue their support
of open data initiatives.

Exposing the QCD splitting function with jet substructure

[Larkoski et al PRL 119 (2017) 13, 132003]

https://inspirehep.net/literature/1591972
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The primary Lund-plane density

ln(kt)

ln(1/θ)R

ρ(θ, kt) =
dN

d ln ktd ln(1/θ)

ρLO(θ, kt) =
2αsCi

π

In the soft-and-collinear limit

[Lifson, Salam, Soyez JHEP 10 (2020) 170]
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[ATLAS PRL 124 (2020) 22, 222002]

The primary Lund-plane density: measurements

[CMS JHEP 05 (2024) 116]
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Figure 8. Two-dimensional distributions of the charged-particle primary LJP densities corrected to
particle level for AK4 jets (upper plot) and AK8 jets (lower plot). The diagonal line in both plots
represents the kinematical limit of the emissions for a jet with pjetT = 700GeV.
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https://inspirehep.net/literature/2741216
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The primary Lund-plane density: theory-to-data

J
H
E
P
1
0
(
2
0
2
0
)
1
7
0Figure 12. Comparison between our calculations and the ATLAS measurement from ref. [84],

for different bins of ∆. The dashed vertical lines, corresponding to z = kt
p⊥∆ for p⊥ = 675GeV

and several kt values, are meant to indicate the transverse scales one is typically sensitive to. The
shaded grey bands indicate bins where the relative uncertainty on the non-perturbative corrections
is larger than 10%. The shaded red regions indicate that our calculation is incomplete because of
the missing resummation of the boundary logarithms.

and slices in z in figure 13. The vertical dashed lines correspond to the kt scales estimated

using z = kt/(p⊥∆), i.e. assuming a jet at the lower p⊥ cut of 675GeV and a leading

parton/subjet carrying a fraction x = 1 of the initial jet transverse momentum. The shaded

grey bands indicate regions where the uncertainty on the non-perturbative corrections is

larger than 10%. Shaded red bands correspond to the regions sensitive to the boundary

logarithms discussed in section 3.3.2. We recall that we have not resummed these terms,

so our calculation should be considered incomplete in the red shaded regions. A rough

estimate of their potential size is given in appendix B.

For all unshaded bins in figures 12 and 13, we see agreement between our predictions

and the data to within the experimental and theoretical uncertainties. Generally speak-

ing, the theoretical uncertainties are larger than the experimental ones, though they are

– 28 –

ρLO(θ, kt) agrees with data in bulk of LP. NkLL terms required elsewhere
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Figure 15. Measured LJP distribution for AK8 jets, compared with the leading-order perturbative-
QCD asymptotic prediction in the soft and collinear limit. The grey boxes represent the total
experimental uncertainty from the measured data. For the prediction, an effective color factor of
Ceff

R = 0.59 CF + 0.41 CA ≈ 2 is assumed, as described in the text. The strong coupling αS evolves
with kT using the one-loop β function with αS(mZ) = 0.118. The theoretical uncertainty band is
calculated with variations of the renormalization scale up and down by factors of 2. The discontinuity
is due to the change of the number of active flavors when kT reaches the mass of the bottom quark,
which is assumed to be 4.2GeV.

value [94]. The soft and collinear limit prediction with these basic assumptions qualitatively
describes the shape and normalization of the unfolded distribution in the collinear region,
consistent with the expectation that the dominant mechanism responsible for the rise of
the LJP density at low kT is due to the running of αS in the jet shower, with kT as the
characteristic energy scale used in the evolution of αS.

Although the asymptotic formula captures the broad features of the LJP density in
terms of the running of αS for collinear emissions, higher-order corrections are necessary
to better describe the radiation pattern of the jet. Thus, we also present a comparison of
the unfolded distributions with the theoretical calculations of the primary LJP density by
A. Lifson, G.P. Salam, and G. Soyez using the setup described in ref. [10]. The calculations
are adapted to match the particle-level definition of the jets and their substructure presented
in this analysis. The calculations include several pieces associated with the resummation

– 29 –
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The primary Lund-plane density: MC-to-data

The total systematic uncertainty varies across the LJP; an
uncertainty between 5% and 20% is achieved. The uncer-
tainty is found to increase as kt ¼ zΔR decreases: the bin
with the smallest kt is also measured least precisely, and has
a total uncertainty of about 20%.
The unfolded LJP is shown in Fig. 2. A triangular region

with kt ≳ ΛQCD is populated nearly uniformly by perturba-
tive emissions, agreeing with the LL expectation [Eq. (1)].

A large number of emissions are found at the transition to the
nonperturbative regime, as αs is enhanced for small values of
kt. Emissions beyond the transition fall within the non-
perturbative region of the LJP (kt ≲ ΛQCD), and are sup-
pressed. The average number of emissions in the fiducial
region is measured to be 7.34" 0.03ðsystÞ " 0.11ðstatÞ.
The uncertainty is estimated by propagating uncertainties
from the measurement in an uncorrelated and symmetrized
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FIG. 3. Representative horizontal and vertical slices through the LJP. Unfolded data are compared with particle-level simulation from
several MC generators. The uncertainty band includes all sources of systematic and statistical uncertainty. The inset triangle illustrates
which slice of the plane is depicted: (a) 0.67 < lnðR=ΔRÞ < 1.00, (b) 1.80 < lnð1=zÞ < 2.08, (c) 3.33 < lnðR=ΔRÞ < 3.67, and
(d) 5.13 < lnð1=zÞ < 5.41.
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the narrower splittings, the generators disagree especially at high kT by up to 50% (with large uncertain-
ties).

ALI-PREL-479196 ALI-PREL-479220

ALI-PREL-479204 ALI-PREL-479228

Fig. 5: The projections of the primary Lund plane density onto the ln(R/DR) (left) and ln(kT ) (right) axes com-
pared to different MC generators for different regions of the Lund plane. The top left shows the angular dependence
for a non-perturbative region and the bottom left for a perturbative region. The right panels show the kT distribution
for wider splittings on the top and narrower splittings on the bottom. The ratios of the generators to the data are
shown in the bottom panel.

6 Conclusion

The fully corrected measurement of the primary Lund Plane density has been presented for charged-
particle jets in pp collisions at

p
s= 13 TeV with the ALICE detector. Through a 3D unfolding procedure,

the Lund plane density is corrected for detector effects which allows for quantitative comparisons to MC
generators. Projections of the Lund Plane density are shown in order to isolate different regions of
phase space. The data seems to be described by the generators within 10–20% except for the most
narrow, highest kT splittings where Herwig and Sherpa are suppressed relative to the data. In general,

different hadronization

Powerful tool to disentangle between different MC ingredients

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.124.222002
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Figure 3: (left) h#Lundi and (right) h#Primary
Lund i are shown as a function of the emission :C requirement, :C ,cut. The

unfolded data are compared with several MC predictions in (a,b) an inclusive ?T bin above 300 GeV, (c,d) a ?T bin
between 500 GeV and 750 GeV and (e,f) a ?T bin between 1250 GeV and 4500 GeV. The h#Lundi distribution is
also compared with an analytic NLO+NNDL+NP prediction with additional non-perturbative corrections, depicted
as a solid line, provided by the authors of Ref. [33]. The total uncertainty on the data and the NLO+NNDL+NP
prediction are indicated as shaded regions. The middle panel shows a ratio of the predictions to the measured data,
and the bottom panel summarizes the various systematic uncertainties in each bin.

10

⟨N
Lu

nd
⟩

1 10 210
 [GeV]T,cutk

2
4
6
8

10
12
14
16〉 

Lu
nd

 N〈

ATLAS
-1 = 13 TeV, 140 fbs

 > 300 GeV
T

p

Data 
Pythia 
Powheg+Pythia 
Sherpa (2.2.5)
Sherpa (2.2.11)
Sherpa (Lund)
Sherpa (DIRE)
Sherpa (Alaric)
Herwig (Ang. Ord.)
NLO+NNDL+NP

1 10 210
 [GeV]T,cutk

0.9
0.95

1
1.05

1.1

Da
ta

Ra
tio

 to

1 10 210
 [GeV]t,cutk

0.02−
0

0.02
0.04
0.06
0.08

Un
ce

rta
in

ty
Re

la
tiv

e  Total Syst. Stat. Unfolding 
MC Model Experimental 

(a)

1 10 210
 [GeV]T,cutk

2
4
6
8

10
12
14
16〉 

Pr
im

ar
y

Lu
nd

 N〈

ATLAS
-1 = 13 TeV, 140 fbs

 > 300 GeV
T

p

Data 
Pythia 
Powheg+Pythia 
Sherpa (2.2.5)
Sherpa (2.2.11)
Sherpa (Lund)
Sherpa (DIRE)
Sherpa (Alaric)
Herwig (Ang. Ord.)

1 10 210
 [GeV]T,cutk

0.9
0.95

1
1.05

1.1

Da
ta

Ra
tio

 to

1 10 210
 [GeV]t,cutk

0.02−
0

0.02
0.04
0.06
0.08

Un
ce

rta
in

ty
Re

la
tiv

e  Total Syst. Stat. Unfolding 
MC Model Experimental 

(b)

1 10 210
 [GeV]T,cutk

2
4
6
8

10
12
14
16〉 

Lu
nd

 N〈

ATLAS
-1 = 13 TeV, 140 fbs

 [500, 750]∈ 
T

p

Data 
Pythia 
Powheg+Pythia 
Sherpa (2.2.5)
Sherpa (2.2.11)
Sherpa (Lund)
Sherpa (DIRE)
Sherpa (Alaric)
Herwig (Ang. Ord.)
NLO+NNDL+NP

1 10 210
 [GeV]T,cutk

0.9
0.95

1
1.05

1.1

Da
ta

Ra
tio

 to

1 10 210
 [GeV]t,cutk

0.02−
0

0.02
0.04
0.06
0.08

Un
ce

rta
in

ty
Re

la
tiv

e  Total Syst.  Stat.  Unfolding 
 MC Model  Experimental 

(c)

1 10 210
 [GeV]T,cutk

2
4
6
8

10
12
14
16〉 

Pr
im

ar
y

Lu
nd

 N〈

ATLAS
-1 = 13 TeV, 140 fbs

 [500, 750]∈ 
T

p

Data 
Pythia 
Powheg+Pythia 
Sherpa (2.2.5)
Sherpa (2.2.11)
Sherpa (Lund)
Sherpa (DIRE)
Sherpa (Alaric)
Herwig (Ang. Ord.)

1 10 210
 [GeV]T,cutk

0.9
0.95

1
1.05

1.1

Da
ta

Ra
tio

 to
1 10 210

 [GeV]t,cutk

0.02−
0

0.02
0.04
0.06
0.08

Un
ce

rta
in

ty
Re

la
tiv

e  Total Syst.  Stat.  Unfolding 
 MC Model  Experimental 

(d)

1 10 210
 [GeV]T,cutk

2
4
6
8

10
12
14
16〉 

Lu
nd

 N〈

ATLAS
-1 = 13 TeV, 140 fbs

 [1250, 4500]∈ 
T

p

Data 
Pythia 
Powheg+Pythia 
Sherpa (2.2.5)
Sherpa (2.2.11)
Sherpa (Lund)
Sherpa (DIRE)
Sherpa (Alaric)
Herwig (Ang. Ord.)
NLO+NNDL+NP

1 10 210
 [GeV]T,cutk

0.9
0.95

1
1.05

1.1

Da
ta

Ra
tio

 to

1 10 210
 [GeV]t,cutk

0.02−
0

0.02
0.04
0.06
0.08

Un
ce

rta
in

ty
Re

la
tiv

e  Total Syst.  Stat.  Unfolding 
 MC Model  Experimental 

(e)

1 10 210
 [GeV]T,cutk

2
4
6
8

10
12
14
16〉 

Pr
im

ar
y

Lu
nd

 N〈

ATLAS
-1 = 13 TeV, 140 fbs

 [1250, 4500]∈ 
T

p

Data 
Pythia 
Powheg+Pythia 
Sherpa (2.2.5)
Sherpa (2.2.11)
Sherpa (Lund)
Sherpa (DIRE)
Sherpa (Alaric)
Herwig (Ang. Ord.)

1 10 210
 [GeV]T,cutk

0.9
0.95

1
1.05

1.1

Da
ta

Ra
tio

 to

1 10 210
 [GeV]t,cutk

0.02−
0

0.02
0.04
0.06
0.08

Un
ce

rta
in

ty
Re

la
tiv

e  Total Syst.  Stat.  Unfolding 
 MC Model  Experimental 

(f)

Figure 3: (left) h#Lundi and (right) h#Primary
Lund i are shown as a function of the emission :C requirement, :C ,cut. The

unfolded data are compared with several MC predictions in (a,b) an inclusive ?T bin above 300 GeV, (c,d) a ?T bin
between 500 GeV and 750 GeV and (e,f) a ?T bin between 1250 GeV and 4500 GeV. The h#Lundi distribution is
also compared with an analytic NLO+NNDL+NP prediction with additional non-perturbative corrections, depicted
as a solid line, provided by the authors of Ref. [33]. The total uncertainty on the data and the NLO+NNDL+NP
prediction are indicated as shaded regions. The middle panel shows a ratio of the predictions to the measured data,
and the bottom panel summarizes the various systematic uncertainties in each bin.
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State-of-the-art calculation describes data within 10-20% precision 

https://inspirehep.net/literature/2759899
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Mission (hopefully) accomplished !
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