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Example: ML for Higgs discovery
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๏ We were not supposed to discover the Higgs boson as early as 2012 

๏ Given how the machine progressed, we expected discovery by end 2015 /mid 
2016 

๏ We made it earlier thanks (also) to Machine Learning 

https://arxiv.org/pdf/1407.0558.pdf
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learning would have required the collection of about four times as much 
data. This is just one of many examples of high-precision tests of the 
standard model at the LHC for which machine learning has markedly 
increased the power of the measurement.

The emergence of deep learning
Machine learning in particle physics, including the examples presented 
in the previous two sections, has traditionally involved the use of 
field-specific knowledge to engineer tools to extract the features of the 
data that are expected to be the most useful for a given measurement. 
This enables the incredibly rich initial data to be interpreted using 
only a small number of features. For example, in the aforementioned 
Bs decay, a human-designed tracking algorithm first reconstructs the 
paths taken by the muon and the antimuon in a magnetized parti-
cle-physics detector, and from these paths the momenta of the particles 
are inferred. However, only the dimuon mass and the angle between 
them are used in the BDT. The rest of the kinematic information is 
discarded.

For many tasks, information can be lost when these human- 
designed tools are used to extract features that fail to fully capture the 
complexity of the problem. As in the fields of computer vision and 
natural language processing26,47, there is a growing effort in particle 
physics to skip the feature-engineering step and instead use the full 
high-dimensional feature space to train cutting-edge machine-learning 
algorithms, such as deep neural networks48. In this approach, domain 
expertise is used to design neural-network architectures that are best 
suited to the specific problem. Studies of such applications have grown 
substantially in number and complexity within the past several years, 
beginning around 2014 with applications of deep neural networks to 
data analysis49, quickly expanding to the first applications of computer 
vision50–52 and to the current broad study of deep learning throughout 
the field of particle physics53–56.

In this section we highlight a few recent applications of two types 
of deep learning algorithm in particle physics: convolutional and 
recurrent neural networks (CNNs and RNNs, respectively)57,58. The 
outputs of many particle-physics detectors can be viewed as images, 
and the application of computer-vision techniques is being explored in  
simplified settings by the LHC community59–65 and with initial studies 
on ATLAS and CMS simulations66,67. However, such techniques are 
more naturally applicable in the area of neutrino physics, for which 
reason we focus our discussion of CNNs to neutrino experiments. 
Similarly, there are many applications of RNNs, but for brevity we 
discuss only their use for the study of high-energy beauty quarks at 
ATLAS and CMS.

Computer vision for neutrino experiments
Loosely inspired by the structure of the visual cortex, CNNs use a strategy  
that decreases their sensitivity to the absolute position of elements in an 
image and that makes them more robust to noise. Deep CNNs are able 
to extract complex features from images and now outperform humans 
in certain image-classification tasks. Another strength of CNNs is their 
ability to identify objects in an image, as demonstrated for example 
by their use in self-driving cars, owing to translation-invariant feature 
learning. This translational invariance presents a challenge for the LHC 
experiments, whose detectors consist of layers of distinct detector tech-
nologies moving out from the proton–proton collision region. These 
detectors provide rich information in the absolute reference frame of 
the detector, which is transformed into a more natural format for a 
CNN-based approach. By contrast, this characteristic of CNNs is par-
ticularly useful for neutrino experiments, which necessarily use large 
homogeneous detectors owing to the incredibly small probability that 
a neutrino will interact within a small volume of material. A neutrino 
interaction can take place anywhere within these detectors and locating 
them is a critical part of neutrino-physics analyses.

The detectors of the NOvA experiment68 are filled with scintillating 
mineral oil, which emits light when a charged particle passes through 
it. Each NOvA event consists of two images: one taken from the top 
and the other from the side. The NOvA collaboration has developed 
a machine-learning algorithm52 composed of two parallel networks 
inspired by the GoogleNet69 architecture. The NOvA CNN extracts 
features from both views simultaneously and combines them to cat-
egorize neutrino interactions in the detector. This network, which 
improves the efficiency of selecting electron neutrinos by 40% with 
no loss in purity, has served as the event classifier in searches both for 
the appearance of electron neutrinos70 and for a new type of particle 
called a sterile neutrino71.

The detector at the MicroBooNE experiment72, which contains 90 
tonnes of liquid argon, detects neutrinos sent from the booster neu-
trino beamline at Fermilab. Each MircoBooNE event corresponds to a 
33-megapixel image that probably contains background tracks caused 
by cosmic rays. Identifying signals of neutrino interactions in such 
events, in which both the signal and background tracks vary in size 
from a few centimetres to metres, is one of the most challenging tasks 
of the experiment. MicroBooNE recently demonstrated the ability to 
detect neutrino interactions using a CNN73. Specifically, an algorithm 
called Faster-RCNN74 uses spatially sensitive information from inter-
mediate convolution layers to predict a bounding box that contains the 
secondary particles produced in a neutrino interaction. In Fig. 3 we 
show an example output in which the network successfully localized a 
neutrino interaction with high confidence. Finally, by taking advantage 
of accelerated computing on GPUs, these CNNs can run much faster 
than the conventional algorithms used by previous neutrino experi-
ments. This makes them ideally suited to the task of real-time image 
classification and object detection.

RNNs for beauty-quark identification
The study of high-energy beauty quarks is of great interest at the LHC 
because these particles are frequently produced in the decays of Higgs 
bosons and top quarks and are predicted to be important components 
of the decays of super-symmetric and other hypothetical particles. A 
high-energy beauty quark radiates a substantial fraction of its energy in 
the form of a collimated stream of particles, called a jet, before forming 
a bound state with an antiquark or two additional quarks. This radiation 
is emitted over a distance comparable to the size of a proton, making it 
impossible to observe the emission process directly. The beauty-quark 
bound states live for only a picosecond, corresponding to millimetre-  
to centimetre-scale flight distances at the LHC, before randomly 
decaying into one of a thousand possible sets of commonly produced 
particles. Therefore, to identify jets that originate from high-energy 
beauty quarks, it is necessary to be able to determine whether parti-
cles were produced directly in the proton–proton collision or in the 
subsequent decay of a long-lived bound state at a location displaced  

Table 1 | Effect of machine learning on the discovery and study of 
the Higgs boson

Analysis
Years of data 
collection

Sensitivity  
without machine  
learning

Sensitivity 
with machine 
learning

Ratio 
of P 
values

Additional 
data  
required

CMS24 
H → γγ

2011–2012 2.2σ,  
P = 0.014

2.7σ, 
P = 0.0035

4.0 51%

ATLAS43 
H → τ+τ−

2011–2012 2.5σ,  
P = 0.0062

3.4σ, 
P = 0.00034

18 85%

ATLAS99 
VH → bb

2011–2012 1.9σ,  
P = 0.029

2.5σ, 
P = 0.0062

4.7 73%

ATLAS41 
VH → bb

2015–2016 2.8σ,  
P = 0.0026

3.0σ, 
P = 0.00135

1.9 15%

CMS100 
VH → bb

2011–2012 1.4σ,  
P = 0.081

2.1σ, 
P = 0.018

4.5 125%

Five key measurements of three decay modes of the Higgs boson H for which machine learning 
greatly increased the sensitivity of the LHC experiments, where V denotes a W or Z boson, γ 
denotes a photon and b a beauty quark. For each analysis, the sensitivity without and with 
machine learning is given, in terms of both the P values and the equivalent number of Gaussian 
standard deviations σ. (We present only analyses that provided both machine-learning-based and 
non-machine-learning-based results; the more recent analyses report only the machine-learning-
based results.) The increase in sensitivity achieved by using machine learning, as measured by 
the ratio of P values, ranges roughly from 2 to 20. An alternative figure of merit is the minimal 
amount of additional data that would need to be collected to reach the machine-learning-based 
sensitivity without using machine learning, which varies from 15% to 125%.
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Nature Review 

We were using ML for discovery  very early on 

https://www.nature.com/articles/s41586-018-0361-2


https://www.youtube.com/watch?v=JBqJH5NLMoA


https://www.youtube.com/watch?v=JBqJH5NLMoA
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1,800,000,000,000

(1.6% of neurons in your brain) 

175,000,000,000

(0.16% of neurons in your brain) 

GPT-3 GPT-4 (MoE) 



semianalysis 2023 

Train (GPT-4):  
• 2.1525 floating point operations 
• ~25,000 A100 GPUs  
• 90-100 days 
• $63 million 
• Trained on 13 trillion tokens

Inference (GPT-4):  
• Multiple clusters of 128 GPUs 
• Model carefully mapped onto hardware

https://www.semianalysis.com/p/gpt-4-architecture-infrastructure




Kaplan et al. (2020)
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Figure �.�: Test loss of a languagemodel vs. the amount
of computation in peta�op/s-day, the data set size in
tokens, that is fragments of words, and the model size
in parameters [Kaplan et al., ����].

�� ���

Te
st
lo
ss

Te
st
lo
ss

Te
st
lo
ss

Compute (peta-FLOP/s-day)

Data set size (tokens)

Number of parameters

Figure �.�: Test loss of a languagemodel vs. the amount
of computation in peta�op/s-day, the data set size in
tokens, that is fragments of words, and the model size
in parameters [Kaplan et al., ����].

�� ���

Te
st
lo
ss

Te
st
lo
ss

Te
st
lo
ss

Compute (peta-FLOP/s-day)

Data set size (tokens)

Number of parameters

Figure �.�: Test loss of a languagemodel vs. the amount
of computation in peta�op/s-day, the data set size in
tokens, that is fragments of words, and the model size
in parameters [Kaplan et al., ����].

�� ���

BETTER! BETTER! BETTER!

Computer vision: 10–100M trainable parameters (1018 –1019 floating point operations for training) 
LLMs: 100M to 100Bs trainable parameters (1020–1023 floating point operations for training) 



What is deep learning?  
• innovations in network structures  
• strategies to train them  
• dedicated hardware
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FlashAttention 

https://arxiv.org/abs/2205.14135
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5th ML Workshop, 2022/05/13, Sitian Qian (PKU) 8

• JetClass is inclusive: 
• 10 types of jets 
• Kinematics, 
• PID, 
• trajectory displacement 

• JetClass is large:
• 100M jets for training à 10M each class
• 5M for validation
• 20M for test à 2M each class

H ! 4qH ! bb̄ H ! cc̄ H ! gg H ! `⌫qq
0

q/gt ! b`⌫t ! bqq0 W ! qq0 Z ! qq̄

"Particle Transformer For Jet Tagging" H. Qu, C. Li, S. Qian  

100 million jets for training

https://arxiv.org/abs/2202.03772


Krizhevsky et al. [2012]:  
Artificial Neural Network with a simple structure  
(known for >20 years [LeCun et al., 1989]),  
Beat complex SOTA image recognition methods by huge margin 
How? x100 larger and trained on a data set x100 larger

What  has  changed?

https://proceedings.neurips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
http://yann.lecun.com/exdb/publis/pdf/lecun-89e.pdf
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Graphical Processing Units (GPUs)  
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Krizhevsky et al. [2012]:  
Artificial Neural Network with a simple structure  
(known for >20 years [LeCun et al., 1989]),  
Beat complex SOTA image recognition methods by huge margin 
How? x100 larger and trained on a data set x100 larger 

Made possible due to  
Graphical Processing Units (GPUs)  
Data, data and data! 

Deep Learning:   
innovations in network structures,  
strategies to train them,  
and dedicated hardware 

Exponential increase in size and quantity of training data [Sevilla et al., 2022]!

What  has  changed?

https://proceedings.neurips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
http://yann.lecun.com/exdb/publis/pdf/lecun-89e.pdf


GPT-4(omni?) 
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No truth label for individual events,  
can only hope to constrain !αS

What  makes  par t ic le  phys ics  spec ia l?

Pdata = αSPS + αBPB

Dijet invariant mass

dPn
data = |MS + MB |2 dp1dp2 . . . dpn

MSMB * +MBMS *



I t ’s  aga inst  phys ica l  law to  annota te  our  data !

Pdata = αSPS + αBPB

Dijet invariant mass

dPn
data = |MS + MB |2 dp1dp2 . . . dpn

MSMB * +MBMS *

No truth label for individual events,  
can only hope to constrain !αS
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10−18m 10−15m 10−6m 100m

Experimental particle physics workflow

This is what happens in the experiment

This is what we want t know

O(10) O(103) O(1010)
Dimensions

Monte  Car lo  S imula t ion

Perturbative QCD Markov model Hadronization Detection



~40 quadrillion collisions recorded at LHC 
(1 fb-1 ~ 100 trillion collisions)

LumiPublicResults 

CMSOfflineComputingResults 
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Why simulation ?

pp collisions up to 
production of stable 

particles

detector response 
simulation with GEANT4

Energy deposits→digital 
signals→reconstructed by 
the reconstruction software

Fully detailed simulation is computationally intensive 

• Geant4 enables accurate simulation : 
 - Simulation problem is defined by a set of components / input 
parameters : geometry of the detector, materials, physics…  
 - MC method is used to solve particle transport equations given the input 
parameters  
 - Based largely on first principles, in some cases tuned to test beam data 

• Geant4 is sequential ! 

O(1) trillion simulated events 

278 petabytes of data  
(Netflix 24/7 for more than 15,000 years)

https://twiki.cern.ch/twiki/bin/view/CMSPublic/LumiPublicResults
https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults


Unsupervised/SSL 
• No labels, completely data driven 

 

Fully supervised 
• Requires truth labels 
• Only possible using simulation 
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Why simulation ?

pp collisions up to 
production of stable 

particles

detector response 
simulation with GEANT4

Energy deposits→digital 
signals→reconstructed by 
the reconstruction software

Fully detailed simulation is computationally intensive 

• Geant4 enables accurate simulation : 
 - Simulation problem is defined by a set of components / input 
parameters : geometry of the detector, materials, physics…  
 - MC method is used to solve particle transport equations given the input 
parameters  
 - Based largely on first principles, in some cases tuned to test beam data 

• Geant4 is sequential ! 
We are also very keen 
on using this!

We have a lot of high quality 
simulated data that we want to use

Simulation != test data


Mostly (SM )background 
samples, small signal datasets
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JET REPRESENTATION: PARTICLE CLOUD
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Particle Cloud

Jet as a “particle cloud” 

an unordered set of particles, distributed in the η — φ space 

spatial distribution of particles => radiation patterns, aka “substructure”, of jets

proton beams

collision point

outgoing particles

η

ϕ

Jet

η

ϕ

18Jesse Thaler (MIT) — Machine Learning for Fundamental Physics
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Particle Cloud

Jet as a “particle cloud” 

an unordered set of particles, distributed in the η — φ space 

spatial distribution of particles => radiation patterns, aka “substructure”, of jets
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First and foremost: 
How to represent the data?
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Image

Image-Based Jet Analysis 3

the detector measurements directly, rather than relying on jet features de-
veloped using physics domain knowledge, additional discrimination power
could be extracted. Deep learning approaches surpass such linear meth-
ods, but build on this notion of learning discriminating information from
detector observables rather than engineered features.

Fig. 1.: An example jet image of a Lorentz boosted top quark jet after
preprocessing has been applied [10].

While designed to take advantage of advances in computer vision, jet im-
ages have notable di↵erences with respect to typical natural images in CV.
Jet images are sparse, with most pixels in the image having zero content.
This is markedly di↵erent from natural images that tend to have all pixels
containing content. Moreover, jet images tend to have multiple localized
regions of high density in addition to di↵usely located pixels throughout
the image, as opposed to the smooth structures typically found in natural
images. An example top quark jet image illustrating these features can
be seen in Figure 1. These di↵erences can lead to notable challenges, for
instance the number of parameters used in jet image models (and conse-
quently the training time) tend to be large to account for the size of the
image, even though most pixels carry no information. Some techniques
exist for sparse-image computer vision approaches [11], but have not been
explored in depth within the jet image community.

This text will first discuss jets and typical jet physics in Section 2. The

Convert to 2D/3D image => Computer vision  

then use convolutional neural networks (CNNs) 

but:  

inhomogeneous geometry, high sparsity, …

e.g., de Oliveira, Kagan, Mackey, Nachman, Schwartzman, arXiv: 1511.05190
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Sequence

S1 S2 Sn. . .

I1 I2 In. . .
Input

Sequence

LSTM

States

MLP

Output

e.g., Guest, Collado, Baldi, Hsu, Urban, Whiteson
arXiv: 1607.08633

Convert to a sequence => Natural language processing (NLP) 

recurrent neural network (RNN), e.g., GRU/LSTM; 1D CNNs; etc.
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SequenceJet

Limitations 

while words are naturally ordered in natural languages, particles are intrinsically unordered in a collision event 

an ordering has to be imposed (pT, distance, …), which can limit the learning performance

1

2

3

1 2 3

3

1

2

31 2

=

Permutation 
invariance

How are you

1 2 3

≠

Howare you

1 2 3
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be seen in Figure 1. These di↵erences can lead to notable challenges, for
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quently the training time) tend to be large to account for the size of the
image, even though most pixels carry no information. Some techniques
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Particle Cloud

Jet as a “particle cloud” 

an unordered set of particles, distributed in the η — φ space 

spatial distribution of particles => radiation patterns, aka “substructure”, of jets
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Point cloud 

an unordered set of points in space 

typically produced by a LiDAR / 3D scanner 

spatial distribution of points 

=> geometric structure of the objects
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Particle Cloud

Jet as a “particle cloud” 

an unordered set of particles, distributed in the η — φ space 

spatial distribution of particles => radiation patterns, aka “substructure”, of jets
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Jet





Properties of physics data: 
•  Measurements distributed in space (and time) irregularly 
•  Sparse (most detector channels are empty), but pockets of density 
•  Complex interdependencies between measurements 
•  Physics “objects” composed of multiple measurements  
•  Inherent symmetries (Lorentz boosts, rotational) 

Graph (or point cloud) embedding of the data can handle these properties! 
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Want to create “new features” on the nodes,  
edges, or the full graph with multiple iterations: 

• Create a new representation for each part of 
the graph 

• These”updates” are usually DNNs! 
 
 
 

 f ⃗́ 5(e1→5,…,e6→5)v′ 5 =

eʹ1→5 = MLP(v⃗1,v⃗5)

v′ 1 =

DNNs to be trained!



• Node features : particle 4-momentum


• Edge features : pseudoangular distance 
between particles


• Graph (global) features : jet mass

vi

ek

u

p = [E, px, py, pz] ≡ [pT, η, ϕ, m]

ΔR = Δη2 + Δϕ2

m = ∑
i∈jet

E2
i − p2

x,i − p2
y,i − p2

z,i

Node, edge, graph features  (e.g. jet)
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• Node features : particle 4-momentum


• Edge features : pseudoangular distance 
between particles


• Graph (global) features : jet mass
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p = [E, px, py, pz] ≡ [pT, η, ϕ, m]

ΔR = Δη2 + Δϕ2

m = ∑
i∈jet

E2
i − p2

x,i − p2
y,i − p2

z,i

Node, edge, graph features  (e.g. jet)
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• Node features : particle 4-momentum


• Edge features : pseudoangular distance 
between particles


• Graph (global) features : jet mass
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p = [E, px, py, pz] ≡ [pT, η, ϕ, m]

ΔR = Δη2 + Δϕ2

m = ∑
i∈jet

E2
i − p2

x,i − p2
y,i − p2

z,i

Node, edge, graph features  (e.g. jet)
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SOTA: GNNs acting on point cloud data 

• ParticleNet (GNN on point cloud)  
LundNet (GNN,Lund plane) 
ABCNet (GNN, attention) 
Point Cloud Transformers (transformer, attention)  
ParticleNeXt (GNN, attention, Lund) 
ParT (transformer, attention) 

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.101.056019
https://arxiv.org/abs/2012.08526f
https://arxiv.org/abs/2001.05311
https://arxiv.org/abs/2102.05073
https://indico.cern.ch/event/980214/contributions/4413544/
https://arxiv.org/abs/2202.03772


Transformers  and  (se l f - )a t tent ion

(Self-)Attention 
• Allows inputs to interact with each other (“self”) and find out who 

they should pay more attention to (“attention”).  
• Outputs: aggregates of interactions and attention scores 

Google AI blog 

https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
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Attention weights: weighted importance between each pair of particles 
• Determine relationship between all particles of point cloud 
• Jet features become parameters of the model 
• Several attention layers → different important features  

(multi-head attention) 
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Query, Key and Value: How self-attention is implemented 
•The query: dog  

I’m looking for verbs, adjectives related to me 
•The key: every word in the sentence! 

I’m a noun, an adjective or a verb  
(What am I? What features do I posses in relation to the 
sentence?) 

•The value: the meaning of this word in general not 
specifically for this sentence (What are my embeddings? 
What’s the semantic information I posses?) 
 
 
 

Transformers



Query, Key and Value: How self-attention is implemented 
•The query: dog  

I’m looking for verbs, adjectives related to me 
•The key: every word in the sentence! 

I’m a noun, an adjective or a verb  
(What am I? What features do I posses in relation to the 
sentence?) 

•The value: the meaning of this word in general not 
specifically for this sentence (What’re my embeddings? 
What’s the semantic information I posses?) 

Self-Attention for word dog: 
•Dog (Query Vector): Multiplied with all other words (Keys) 

to get Attention Map 
•Attention Map: represent importance of every other word 

related to Dog 
•This attention map will be multiplied by the Embeddings 

of the Sentence words (Values), and produce a weighted 
sum of the embeddings based on the relevancy of the 
words 

 
 

Transformers



ABCNet:  
Pixel intensity =  particle importance w.r.t most energetic particle in jet, from attention weights 

No substructure information given,  learned through attention layers! 

Point Cloud Transformers applied to Collider Physics 13

8. Visualization

The SA module defines the relative importance between all points in the set through the

attention weights. We can use this information to identify the regions inside a jet that

have high importance for a chosen particle. To visualize the particle importance, the

HLS4ML LHC jet dataset is used to create a pixelated image of a jet in the transverse

plane. The average jet image of 100k examples in the evaluation set is used. For each

image, a simple preprocessing strategy is applied to align the di↵erent images. First,

the whole jet is translated such that the particle with the highest transverse momentum

in the jet is centered at (0,0). This particle is also used as the reference particle from

where attention weights are shown. Next, the full jet image is rotated, making the

second most energetic particle aligned with the positive y-coordinate. Lastly, the image

is flipped in the x-coordinate in case the third most energetic particle is located on the

negative x-axis, otherwise the image is left as is. These transformations are also used in

other jet image studies such as [34, 18]. The pixel intensity for each jet image is taken

from the attention weights after the softmax operation is applied, expressing the particle

importance with respect to the most energetic particle in the event. A comparison of

the extracted images for each SA layer and for each jet category is shown in Fig. 3 .
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Figure 3. Average jet image for each jet category (columns) and for each self-attention
layer (rows). The pixel intensities represent the overall particle importance compared
to the most energetic particle in the jet.

The di↵erent SA layers are able to extract di↵erent information for each jet. In

particular, the jet substructure is exploited, resulting in an increased relevance to harder

subjets in the case of Z boson, W boson, and top quark initiated jets. On the other

hand, light quark and gluon initiated jets have a more homogeneous radiation pattern,

resulting also in a more homogeneous picture.

ABCNet

https://arxiv.org/abs/2001.05311


Symmetry in Deep Learning

Limited 
Generalizability

Limited
Data

Huge
Models

Inconsistency &

Lack of Guarantees

Generalize across 
symmetry

Automatic Data 
Augmentation

Weight
Sharing

Provable 
Performance

Incorporate symmetry as inductive bias into models

Limited 
Generalizability

Lack Physical 
Consistency

Inconsistency &

Lack of Guarantees

Generalize across 
symmetry

Automatic Data 
Augmentation

Symmetry and 
Conservation

Provable 
Performance

Symmetries is an extremely important concept, also in Machine Learning. 
• If there is a symmetry in your system, integrate it into your model, and it can do more with less! 

 
 
 
 
 
 

Symmetr ies

Walters, IAIFI School 2023



Symmetr ies

E.g CNNs & GNNs (see later)! Invariances are usually obtained through weight sharing

Result doesn’t change when you change the inputResult changes in “the same way” as the input



Symmetr ies

Physical Laws as Additional Sources of Data

• Other than observed data, we know the invariances that govern physical phenomena
– Conservation of mass, momentum, energy
– In many cases, we also have approximate models that can predict the system behavior

6Illustration Credit: Prof. Karniadakis

The label of a jet should be invariant  
under any transformation of the input jet, right?

More and more work in HPE try to utilise symmetries when designing DNNs, e .g invariant under Lorentz symmetries! 
• Other than observed data, we know the invariances that govern physical phenomena 
• Conservation of mass, momentum, energy 
• In many cases, we also have approximate models that can predict the system behaviour 

 
 
 
 
 
 



Machine learning plays an increasing 
role in all of these steps

8

FIG. 5. R30 vs. number of parameters of the model, for many di↵erent approaches to top-tagging. LorentzNet[23], PaticleNet
[14], ParT [19], and PELICAN [24] are the some of the recent taggers with very good performances. “DisCo-FFS on EFPs”
corresponds to the simple DNN trained on the first nine EFPs selected by DisCo-FFS, while “DNN EFPs” is our DNN trained
on all the 7k EFPs. The remaining taggers are taken from [1]. We see that the nine EFPs selected using Disco-FFS have a
very competitive performance, especially given the number of parameters.

FIG. 6. Performance of training on 0.5%, 1% and 5% of
the training data. The EFPs selected using DisCo out-
perform ParticleNet, and match up to the performance of
LorentzNet [23] at 0.5% of the total training data.

lected feature that probes wide-angle radiation. In the
other path, we see the appearance of the first EFP which
probes 4-prong substructure with small-angle radiation
(� = 0.5), and this is followed up by an IRC-safe EFP
probing 3-prong substructure.

Interestingly in our single run of LorentzNet-guided
DisCo-FFS, the first 6 features are the same as Table II,

whereas after that the 7th-EFP is the same one selected in
Path 1 in III. This confirms that the similar performance
between DisCo-FFS with truth and with LorentzNet is
no coincidence, and is likely because LorentzNet (being
so high-performing) is quite close to the truth labels.

IV. CONCLUSIONS

In this work, we have introduced a new forward fea-
ture selection method, based on the distance correlation
measure of statistical dependence — dubbed DisCo-FFS.
Our method can operate equally well on either truth-
labels (for ab initio feature selection) or on the outputs
of a pre-trained classifier (for explaining a “black box”
AI).

We demonstrated the performance of our method using
the task of boosted top tagging, as boosted top jets have
a rich substructure and many subtle correlations that
have proven to be a fruitful laboratory for developing
increasingly powerful state-of-the-art taggers in the HEP
literature.

Following [30], we have trained our DisCo-FFS method
on a large set (7,000+) of Energy Flow Polynomials,
which aim to provide a complete description of the jet
substructure. We have seen that DisCo-FFS is very e↵ec-
tive at selecting EFPs from this large feature set; DisCo-
FFS can achieve nearly-state-of-the-art top tagging per-

2212.00046

2018 - CNNs

2019 - Message passing

graphs

2022 - Transformers

~pre-deep learning

Immense progress of machine learning in HEP (and outside, of 
course) over the last years.


Corresponding increase in number of applications and 
sophistication

arXiv:2212:00046 

Physics-informed networks respecting Lorentz group symmetries!

BETTER

https://arxiv.org/abs/2212.00046


�2Motivation
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Usual paradigm: train in simulation, test on data.

If data and simulation differ, this is sub-optimal!

Eur. Phys. J. C 74 (2014) 3023

quark gluonquark vs gluon 
jets in simulation

quark gluonquark vs gluon 
jets in data

BOOST 2018, Nachman et al. 

Tra in  on  s imula t ion ,  tes t  on  data

I f  da ta  and  s imula t ion  d i f fer,  th is  is  sub-opt imal !

https://indico.cern.ch/event/649482/contributions/2993322/attachments/1688082/2715256/WeakSupervision_BOOST2018.pdf


Unsupervised/SSL 
• No labels, completely data driven

We are also very keen 
on using this!

Simulation != test data


Mostly (SM )background 
samples, small signal datasets



The sc ient i f i c  method

Do objective 
observation

Ask questions

Gather information

Form hypothesis

Test prediction

Do analysis

Arrive at conclusion

Are results as 
predicted?

Use experimental 
data as hypothesis

Ask new questions



Searches  a t  LHC

Replaced by:

Standard Model (MC)

Replaced by:

Signal hypothesis (MC)

Searches at LHC (almost) always start with by 
• assuming Standard Model 
• and some signal hypothesis 

No longer learn from observation 
• Blind analysis only way we perform searches

Do objective 
observation

Ask questions

Gather information

Form hypothesis

Test prediction

Do analysis

Arrive at conclusion

Are results as 
predicted?

Use experimental 
data as hypothesis

Ask new questions



Jennifer Ngadiuba, Ph.D. defense06.04.2017

Resolving jet substructure

22

W-jet signal
2 prong structure
mjet ~ mW 
~ 80 GeV

QCD jet background
large angle and 
soft emissions
mjet ~ mq ~ 0

1) by filtering out large angle and soft 
emissions the mass of the QCD jet is 
pushed to zero! ⇒ jet pruning
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2) decluster the jet in N subjets and 
evaluate compatibility with N subjets 
hypothesis ⇒ N-subjettiness 𝛕N
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best discriminant: 𝛕21 = 𝛕2/𝛕1 
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QCD

Searches  a t  LHC

This is fine when you know what you are looking for 
• Tailor search to a given theory 
• Motivated by belief/disbelief  
• Powerful, but limited to model of choice 

 

Everything here 
is background

Everything here 
is “signal"



Searches for new particles at LHC
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Searches for new particles at LHC
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Searches for new particles at LHC

ARE WE LOOKING IN THE WRONG WAY?



Look at data rather than defining signal hypothesis a priori 
• Can we “classify” objects/events? 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

What are “normal” data and what are “outliers” (and what is noise)?

Learn ing  f rom data
Do objective 
observation

Ask questions

Gather information

Form hypothesis

Test prediction

Do analysis

Arrive at conclusion

Are results as 
predicted?

Use experimental 
data as hypothesis

Ask new questions

anomalous data
noise 

normal data 

Let’s get back here!



LEARN THIS FROM 
DATA

LOOK FOR ANYTING 
THAT DOESNT LOOK 

LIKE THIS

Some variable of interest

Anomaly detection for New Physics searches



Types of anomaly detection

Out l ier  de tec t ion Detec t ing  overdens i t ies
Find ( resonant )  overdens i t ies  in  d is t r ibut ionsFind  (non-resonant )  out-o f-d is t r ibut ion  datapo in ts   

Two Types of Anomaly Detection
Outlier Detection 

[Nonresonant]

[1805.02664, 1806.02350, 1902.02634, 1912.12155, 2001.05001, 2001.04990, 2012.11638, 2106.10164, 
2109.00546, 2202.00686, 2203.09470, 2208.05484, 2210.14924, 2212.11285, ….]

[1807.10261, 1808.08979, 1808.08992, 1811.10276, 1903.02032, 1912.10625, 2004.09360, 2006.05432, 
2007.01850, 2007.15830, 2010.07940, 2102.08390, 2104.09051, 2105.07988, 2105.10427, 2105.09274, 
2106.10164, 2108,03986, 2109.10919, 2110.06948, 2112.04958, 2203.01343,2206.14225, 2304.03836, … ]

• Searching for unique 
or unexpected events 

• In HEP, this is the tails 
of distributions

Finding 
Overdensities 

[Resonant]

• Analagous to the 
traditional bump hunt

[1207.7214]

Two Types of Anomaly Detection

Finding 
Overdensities 

[Resonant]

Outlier Detection 
[Nonresonant]
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[1807.10261, 1808.08979, 1808.08992, 1811.10276, 1903.02032, 1912.10625, 2004.09360, 2006.05432, 
2007.01850, 2007.15830, 2010.07940, 2102.08390, 2104.09051, 2105.07988, 2105.10427, 2105.09274, 
2106.10164, 2108,03986, 2109.10919, 2110.06948, 2112.04958, 2203.01343,2206.14225, 2304.03836, … ]

• Searching for unique 
or unexpected events 

• In HEP, this is the tails 
of distributions

• Analagous to the 
traditional bump hunt

[1207.7214]



Types of anomaly detection

Out l ier  de tec t ion Detec t ing  overdens i t ies

pbg(x|mjj) pbg(x|mjj) 

psig+bg(x|

Autoencoders (AEs)
AEs work by learning compression to a latent space which 
preserves the original information.

Variational AEs (VAEs) add a 
stochastic component by having 
the decoder sample from latent 
space. There are multiple different 
choices for anomaly score.

The reconstruction fidelity gives an anomaly score. 

[Hajer et al: 1807.10261, Roy, Vijay: 1903.02032, Cheng et al: 2007.01850, Beekveld et al: 2010.07940, Batson 
et al: 2102.08380, Finke et al: 2104.09051, Govorkova et al: 2108.03986, Collins: 2109.10919, Fraser et al: 
2110.06948, Ngairangbam et al: 2112.04958, Dillon et al: 2206.14225, Roche et al: 2304.03836,…]

[Cerri et al: 1811.10276]

[Hajer et al: 1807.10261]  
[Heimel et al: 1808.08979] 
[Farina et al: 1808.08992] 

Non-resonant, tail of distributions 
• Often (variational) auto-encoders 
• Useful for triggering/“selecting”!

Resonant, similar to a bump hunt 
• Density estimation methods 
• Useful for offline analysis
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Harder

Cascade decays to light neutralinos (as is expected from natural SUSY) with 

RPV can result in highly boosted resonances (fat jets).
Current limits from multijet searches are weakened in this regime, for various 

reasons:

• the merging jets lead the event to fail the Njet threshold
• there is a hard cut on fat jet mass
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Figure 1: Diagrams for the benchmark processes considered for this analysis. The black lines represent Standard

Model particles, the red lines represent SUSY partners, the grey shaded circles represent e�ective vertices that

include o�-shell propagators (e.g. heavy squarks coupling to a �̃0
1 neutralino and a quark), and the blue solid

circles represent e�ective RPV vertices allowed by the baryon-number-violating � 00 couplings with o�-shell

propagators (e.g. heavy squarks coupling to two quarks). Quark and antiquark are not distinguished in the

diagrams.

2 ATLAS detector

The ATLAS detector [25] covers almost the whole solid angle around the collision point with layers

of tracking detectors, calorimeters and muon chambers. The inner detector, immersed in a magnetic

field provided by a solenoid, has full coverage in � and covers the pseudorapidity range |⌘ | < 2.5.1 It

consists of a silicon pixel detector, a silicon microstrip detector and a transition radiation straw-tube

tracker. The innermost pixel layer, the insertable B-layer, was added between Run-1 and Run-2 of

the LHC, at a radius of 33 mm around a new, thinner, beam pipe [26]. In the pseudorapidity region

|⌘ | < 3.2, high granularity lead/liquid-argon (LAr) electromagnetic (EM) sampling calorimeters are

used. A steel/scintillator tile calorimeter provides hadronic calorimetry coverage over |⌘ | < 1.7. The

end-cap and forward regions, spanning 1.5 < |⌘ | < 4.9, are instrumented with LAr calorimetry for

both the EM and hadronic measurements. The muon spectrometer surrounds these calorimeters, and

comprises a system of precision tracking chambers and fast-response detectors for triggering, with

three large toroidal magnets, each consisting of eight coils, providing the magnetic field for the muon

detectors. A two-level trigger system is used to select events [27]. The first-level trigger is implemented

in hardware and uses a subset of the detector information. This is followed by the software-based

high-level trigger, reducing the event rate to about 1 kHz.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector

and the z-axis along the beam direction. The x-axis points toward the centre of the LHC ring, and the y-axis points

upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the beam pipe.

The pseudorapidity ⌘ is defined in terms of the polar angle ✓ by ⌘ ⌘ � ln[tan(✓/2)].

3

 is Mean Squared Error , “high error events” proxy for “degree of abnormality”ℒ(x, x̂) (x, x̂)
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three large toroidal magnets, each consisting of eight coils, providing the magnetic field for the muon

detectors. A two-level trigger system is used to select events [27]. The first-level trigger is implemented

in hardware and uses a subset of the detector information. This is followed by the software-based

high-level trigger, reducing the event rate to about 1 kHz.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector

and the z-axis along the beam direction. The x-axis points toward the centre of the LHC ring, and the y-axis points
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256 A Lorentz invariance based Deep Neural Network for W-tagging

When performing the following multiplication

x
C
µ,i = xµ,iCi,j , (10.3)

the resulting output matrix will have dimensions 4 ⇥ (1 + N + M) and consists of the following: a

first column containing the sum of all constituent momenta, the four-momenta of each individual

constituent, and M=14 di↵erent linear combinations of particles with trainable weights. The first

corresponds to the neural network computing the four-vector of the “full” jet, at least the full jet

in terms of its 20 highest-pT constituents. The second simply passes each original constituent

four-momentum to the next layer. The final, and most interesting part, lets the network construct

alternative subjet four-vectors by letting it weigh constituents up and down as it sees fit, in order

to reach optimal discrimination power. As an example, lets look at the e↵ect of CoLa in the

simple case of only two input jet constituents and two trainable linear combinations:
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In the two last columns, the neural network makes two “subjet” four-vectors by weighting the

relative contribution of each particle as it sees fit. This is similar to jet grooming (Section 5.5.1)

or PUPPI pileup subtraction (Section 5.3.2), and should allow the network to learn which

constituents are part of the hard scatter and which are not. The x
C
µ,i matrix is finally passed on

to the next layer, the Lorentz Layer.
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In the two last columns, the neural network makes two “subjet” four-vectors by weighting the

relative contribution of each particle as it sees fit. This is similar to jet grooming (Section 5.5.1)

or PUPPI pileup subtraction (Section 5.3.2), and should allow the network to learn which

constituents are part of the hard scatter and which are not. The x
C
µ,i matrix is finally passed on

to the next layer, the Lorentz Layer.
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x̂

n × m

๏ Idea applied to tagging jets, 
in order to define a QCD-jet 
veto 

๏ Applied in a BSM search 
(e.g., dijet resonance) could 
highlight new physics signal 

๏ Based on image and physics-
inspired representations of 
jets  

 

Example: Jet autoencoders
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Farina et al., arXiv:1808.08992
Heimel et al., arXiv:1808.08979

Figure 2: Distribution of reconstruction error computed with a CNN autoencoder on test samples of
QCD background (gray) and two signals: tops (blue) and 400GeV gluinos (orange).

We see that the autoencoder works as advertised: it learns to reconstruct the QCD

background that it has been trained on (to be precise, we train on 100k QCD jets and

then we evaluate the autoencoder on a separate sample of QCD jets), and it fails to

reconstruct the signals that it has never seen before. This is further illustrated in Fig. 3,

which shows the average QCD, top and gluino jet image before and after autoencoder

reconstruction. We see by eye that the QCD images are reconstructed well on average,

while the others contain more errors.

By sliding the reconstruction loss threshold L > LS around, we can turn the his-

tograms in Fig. 2 into ROC curves. The ROC curves for the di↵erent autoencoder

architectures are shown in Fig. 4 for the top and gluino signals. For comparison we have

also included the ROC curve obtained by cutting on jet mass as an anomaly threshold.

While the three architectures have comparable performances it is clear there are some

important di↵erences. For tops, the CNN outperforms the others, while for gluinos the

situation is largely reversed. Surprisingly, for gluinos, the CNN is even outperformed

by the humble PCA autoencoder at all but the lowest signal e�ciencies! We will ex-

plore this in more detail in section 4.2, but a clue as to what’s going on is shown in

the comparison of the PCA ROC curve with the jet mass ROC curve. For gluinos,

they track each other extremely closely, suggesting that the PCA reconstruction error is

highly correlated with jet mass. We will confirm this in section 4.2. Evidently, the PCA

autoencoder (and to a lesser extent the dense autoencoder) has learned to reconstruct

7

Figure 1: The schematic diagram of an autoencoder. The input is mapped into a low(er) dimensional
representation, in this case 6-dim, and then decoded.

threshold.

For concreteness, we will focus in this work on distinguishing “fat” QCD jets from

other types of heavier, boosted resonances decaying to jets. Building on previous work

on top tagging [12], we will concentrate on machine learning algorithms that take jet

images as inputs. For signal, we will consider all-hadronic top jets, as well as 400 GeV

gluinos decaying to 3 jets via RPV. Obviously, this is not meant to be an exhaustive

study of all possible backgrounds and signals and methods but is just meant to be a

proof of concept. The idea of autoencoders for anomaly detection is fully general and not

limited to these signals. We will comment on other forms of inputs in section 5. Moreover

there are many other anomaly detection techniques that are not based on autoencoder

and/or on reconstruction (loss) which are worth exploring in future work. At the same

time autoencoders have been recently used in other high energy physics applications:

in parton shower simulation [28], for feature selection of a supervised classification [30],

and for automated detection of detector aberrations in CMS [31].

We will explore various architectures for the autoencoder, from simple dense neural

networks to convolutional neural networks (CNNs), as well as a shallow linear represen-

tation in the form of Principal Component Analysis (PCA). We will see that while they

are all e↵ective at improving S/B by factors of ⇠ 10 or more, they have important dif-

ferences. The reconstruction errors of the dense and PCA autoencoders correlate more

highly with jet mass, leading to greater S/B improvement for the 400 GeV gluinos com-

pared to the CNN autoencoder. While this may seem better at first glance, we discuss

how one might want to use an autoencoder that is decorrelated with jet mass, in order

to obtain data-driven side-band estimates of the QCD background and perform a bump

hunt in jet mass. Indeed, we show how cutting on the reconstruction error of the CNN

autoencoder results in stable jet mass distributions, and we show how this can be used

to improve S/B by a factor of ⇠ 6 in a jet mass bump hunt for the 400 GeV gluino
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tagger [13]. It starts from a set of measured 4-vectors sorted by transverse momentum
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Following the left panel of Fig. 1 we use N = 40 constituents, after checking that an increase
to N = 120 does not make a measurable di↵erence. For jets with fewer constituents we
naturally fill the entries remaining in the soft regime with zeros.

To remove all information from the jet-level kinematics we boost all 4-momenta into the
rest frame of the fat jet. This also improves the performance of our network. Inspired
by recombination jet algorithms we can add linear combinations of these 4-vectors with a
trainable matrix Cij , defining a combination layer

kµ,i
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0
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We allow for M = 10 trainable linear combinations. These combined 4-vectors carry informa-
tion on the hadronically decaying massive particles. In the original LoLa approach we map
the momenta k̃j onto observable Lorentz scalars and related observables [13]. Because this
mapping is not easily invertible we do not use it for the autoencoder. Instead, we extend the
4-vectors by another component containing the invariant mass,

k̃j =

0
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This defines a set of 51 extended 4-vectors, which form the input to our neural network.
Again, we use Keras [35] combined with Tensorflow [36]. Its architecture is shown in
Fig. 3. The layer immediately after the LoLa contains 51 ⇥ (4 + 1) = 255 units. Between
the second layer after LoLa and the last layer, the autoencoder network is symmetric. The
final output consist of 40 4-vector-like objects, which can be compared with the corresponding

Figure 3: Architecture of the 4-vector-based autoencoder network. The 255 input units
correspond to 55 LoLa-vectors with 4+1 entries each. The output only consists of 160 units,
because the extended 4-vectors only carry four independent observables.
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Large error for 
abnormal data

MSE(x, x̂)

arXiv:1808.08992 

https://arxiv.org/abs/1808.08992


Outlier detection in analysis
2

Figure 1: Dijet mass distribution of a simulated set of QCD background events injected with
24 fb of the X→YY signal before any cut on the anomaly score (left) and after cutting on the
anomaly score of the TNT algorithm (middle). The distribution after cutting on the TNT
anomaly score in a background only sample is shown on the right. In both cases the back-
ground distribution after the anomaly remains smooth and is well modeled with a parametric
function. Cutting on the TNT score removes a significant amount of background events, result-
ing in a substantially enhanced signal peak in the middle plot.

the background distribution into something non-smooth is also crucial, as the final statistical
analysis involves assuming that the background can be described by a smoothly falling func-
tion. This is shown in the plot on the right. A full explanation of the method used to produce
this signal-sensitive data distribution, as well as four other similar methods, will be described
in the following.

The anomaly detection methods we use are based on three different training paradigms for ML
based anomaly detection: un-supervised, weakly-supervised and semi-supervised learning.

The un-supervised learning attempts to construct a model to identify anomalous jets without
using any labeled examples. The method employed here consists of a Variational Autoencoder
(VAE) trained on a data sample dominated by QCD jets and a quantile regression network
(QR) used to decorrelate the anomaly score with the dijet mass. This method is referred to as
VAE-QR. Autoencoders are a type of neural network which are trained to compress inputs into
a smaller representation and decompress to recover the original inputs. The VAE employed
here takes as input the 100 highest-pT constituents of a jet, with the ordering obtained from
a C/A reclustering of the components. Each particle is represented as a set of three features,
which are the x, y, and z component of its momentum p. The VAE is trained using jets from
the signal-depleted control region. It therefore learns how to perform this compression and
decompression on QCD background jets, but should not be able to perform this task as well
on anomalous jets not present in the training sample. Therefore the difference between the
original and reconstructed data can be used as an effective anomaly score, with higher values
corresponding to more signal-like events. To decorrelate this anomaly score from the variable
of interest (in this case the dijet invariant mass), a quantile regression [13] method is used. The
quantile regression is trained to find the cut on the anomaly score as a function of mjj which
corresponds to a fixed data efficiency in the signal region. A cut on the decorrelated anomaly
score is then applied to both jets in the signal region. A cut corresponding to the 10% most
anomalous data is used.

Three methods based on weak supervision are employed: CWoLa Hunting [14], TNT [15] and
CATHODE [16]. Weakly supervised training [17] is entirely data-driven, and allows one to
train a signal versus background classifier by using labels for groups of data events rather than

E.g  

Before cut on anomaly score After cut on anomaly score

https://cds.cern.ch/record/2892677?ln=en


Variational Autoencoder: Decorrelation from dijet mass

trivial cuts on min(L1,L2)
result in background sculpting

train NN to regress quantiles 
corresponding to fixed efficiencies 

20

leaves background unsculpted

Variational Autoencoder: Decorrelation from dijet mass

trivial cuts on min(L1,L2)
result in background sculpting

train NN to regress quantiles 
corresponding to fixed efficiencies 

20

leaves background unsculpted

Outlier detection in analysis
E.g  

Careful! Cut on score can sculpt spectrum Can fix using quantile regression

https://cds.cern.ch/record/2892677?ln=en


Outlier detection in analysis



Example for semi-visible jets

 Normalized autoencoders : Lund Graph autoencoders

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e hl

s4
m

l t
ut

or
ia

l –
4th

IM
L 

W
or

ks
ho

p
19

th
O

ct
ob

er
 2

02
0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

vʹ5 = 

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

v
v

v3 hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

e1→5 = 

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e hl

s4
m

l t
ut

or
ia

l –
4th

IM
L 

W
or

ks
ho

p
19

th
O

ct
ob

er
 2

02
0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

vʹ5 = 

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

v
v

v3 hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

hl
s4

m
l t

ut
or

ia
l –

4th
IM

L 
W

or
ks

ho
p

19
th

O
ct

ob
er

 2
02

0

Ef
fic

ien
t N

N 
de

sig
n:

 c
om

pr
es

sio
n

•
DS

Ps
 (u

se
d 

fo
r m

ul
tip

lic
at

io
n)

 a
re

 o
fte

n 
lim

itin
g 

re
so

ur
ce

-
m

ax
im

um
 u

se
 w

he
n 

fu
lly

 p
ar

al
le

liz
ed

-
D

S
P

s 
ha

ve
 a

 m
ax

 s
iz

e 
fo

r i
np

ut
 (e

.g
. 

27
x1

8 
bi

ts
), 

so
 n

um
be

r o
f D

S
P

s 
pe

r 
m

ul
tip

lic
at

io
n 

ch
an

ge
s 

w
ith

 p
re

ci
si

on

Fu
lly

 p
ar

al
le

liz
ed

 
(m

ax
 D

S
P 

us
e)

co
m

pr
es

si
on

70
%

 c
om

pr
es

si
on

 ~
 7

0%
 fe

w
er

 D
S

P
s

N
um

be
r o

f D
SP

s 
av

ai
la

bl
e

e1→5 = 

https://indico.nikhef.nl/event/4875/contributions/20323/attachments/8308/11872/Flash_talk_EuCAIFCon24_EBLE.pdf
https://indico.nikhef.nl/event/4875/contributions/20467/attachments/8294/11858/EBGAEs.pdf


Finding overdensities

More Unsupervised Bump Hunts

•SALAD: Reweight simulation to 
match sidebands, then 
interpolate into the signal 
region and use a second 
classifier to get the likelihood 
ratio 

•CURTAINS: Train an invertible 
neural network conditioned on 
mass to map between 
sidebands 

•FETA: Map simulation to data 
in sidebands, then compare to 
SR data

[Andreassen et al: 2001.05001]

[Raine et al: 2203.09470]

[Golling et al: 2212.11285]

CURTAINS 
[Raine et al: 2203.09470] 

FETA 
[Golling et al: 2212.11285] 
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Weak classification without labels (CWoLa)
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Weak classification without labels (CWoLa)

https://arxiv.org/abs/1708.02949
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CWola hunting in ATLAS

https://indico.cern.ch/event/853615/attachments/2037283/3411394/CWoLa_5.13.20_v2.pdf


Data spectra - no excess

● Reminder: for VAE, only 1 anomaly cut, totally independent of probed mass

● Six different A regions for weakly supervised models (B regions in Backup)

● No significant excess 44

E.g  

https://cds.cern.ch/record/2892677?ln=en


Alternative approach: End-to-end DNN search 
• How do we get around defining a signal hypothesis? 
• What is alternate hypothesis to test reference? 

Idea: Assume alternate model n(x|w) can be  
parametrised in terms of reference model n(x|R) 
 

•  Let DNN parametrise alternative model 

DNN l ike l ihood
\

n(x | ⃗w ) = n(x |R)ef(x; ⃗w ) Set of real functions

f(x; ⃗w ) = NN

https://arxiv.org/pdf/1806.02350.pdf
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• How do we get around defining a signal hypothesis? 
• What is alternate hypothesis to test reference? 

Idea: Assume alternate model n(x|w) can be  
parametrised in terms of reference model n(x|R) 
 

•  Let DNN parametrise alternative model 

• Formulate loss as log likelihood.  
→ Trained DNN is the maximum likelihood fit  
to data and reference log-ratio 
→ best approximate of true data distribution 

DNN l ike l ihood

n(x | ⃗w ) = n(x |R)ef(x; ⃗w ) Set of real functions

f(x; ⃗w ) = NN

data and reference distributions log-ratio. It is the best approximant, within the neural network
parametrization, of the true underlying data distribution n(x|T)

f(x, bw) ' log


n(x|T)

n(x|R)

�
. (12)

Notice that training unavoidably requires some sort of regularization because our loss function
(11) is unbounded from below, namely it approaches negative infinity if f diverges at some value
of x belonging to the D (i.e., y = 1) class. Notice that the problematic situation occurs only when
the divergence in f is sharply localized, such that f(x) stays finite for all x 2 R. Otherwise the
positive exponent that we have in the loss function for the R (i.e., y = 0) class overcompensates
the negative divergence. We avoid these dangerous configurations by enforcing an upper bound (set
by the so-called “weight clipping” parameter W ) on the absolute value of each weight. This forbids
the neural network to diverge and to produce sharp features on a scale �x . 1/W . Given that
infinitely sharp features cannot show up in the true distribution because of experimental resolution
smearing, for any concrete problem it will be possible to choose W large enough not to limit the
approximation capabilities of the neural network. We use W = 100 in the following.

To obtain a p-value that tests the agreement between data and the reference model we proceed
as discussed at the beginning of section 2. First we train the network using the actual data sample
and a large reference sample distributed according to the R model, as pictorially shown in figure 1.
This gives us the observed value of the test statistic tobs. Then we repeat the training on many
toy experiments generated according to the reference distribution, i.e. we use the same reference
sample, network architecture and training parameters as before, but we substitute the data sample
with toy reference samples. For each of these samples we compute t and thus obtain P (t|R). The
p-value is then computed in the usual way (see eq. (5)).

Before moving forward it is worth to clarify some assumptions that our method relies on. First,
we assumed knowledge of the expected number of events, N(R), which appears in the definition of
the loss function in eq. (11). This can be problematic because the total event rate is often not well
predicted by high energy physics simulations. The simplest way out is to take N(R) equal to the
number of data that has been observed in the actual experiment. This is conservative as it assumes
perfect agreement of the observed number of events with the reference model prediction. In what
follows we keep working under the assumption that N(R) is known a priori, but this assumption
can be easily eliminated as previously explained. Furthermore in real-life applications (and in most
of the examples we discuss) the signal component is small and the total number of events is not a
significant discriminant.

Much more problematic is assuming the Monte Carlo to provide a perfect description of the
reference distribution shape. This is not realistic because Monte Carlo generators are subject to
systematic uncertainties, which for large enough statistics unavoidably result in a significant tension
with the data. These uncertainties are routinely modeled as nuisance parameters and treated with
the profile likelihood ratio formalism [69, 70]. The basic idea is that we should first of all identify
the value of the nuisance parameters that best describe the data, taking of course also into account
auxiliary measurements and not only the data set of interest. Next we use these values in the
reference distribution prediction of eq. (3). A proper tune of the reference model Monte Carlo to
the data is a prerequisite for any new physics search, hence this problem is in some sense orthogonal
to the one that we are addressing. However the interplay and the possible synergies between the
two aspects should be carefully studied. Especially the possibility of incorporating in the network
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1) Best fit log ratio of data 
and MC PDFs

f(x, ŵ) ≃ log [ n(x |T )
n(x |R) ]

Train D vs. R  

EXO Non-hadronic meeting, 16 Dec. 2020 New physics learning from a machine

Schematic of the strategy
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Hybr id  approaches  -  NoVa
Aurisano et al 

K. Sachdev 

https://iopscience.iop.org/article/10.1088/1748-0221/11/09/P09001
https://s3.cern.ch/inspire-prod-files-9/9e56e739150f481676c6b72ec6c08a59


Hybr id  approaches  -  NoVa

Efficiency of selecting electron neutrinos improved by 40% 

Aurisano et al 
K. Sachdev 

https://iopscience.iop.org/article/10.1088/1748-0221/11/09/P09001
https://s3.cern.ch/inspire-prod-files-9/9e56e739150f481676c6b72ec6c08a59


Hybr id  approaches  -  NoVa

Efficiency of selecting electron neutrinos improved by 40% 

Aurisano et al 
K. Sachdev 

Similar techniques used for H → ττ  by ATLAS and CMS!

https://iopscience.iop.org/article/10.1088/1748-0221/11/09/P09001
https://s3.cern.ch/inspire-prod-files-9/9e56e739150f481676c6b72ec6c08a59
https://arxiv.org/abs/1501.04943
https://arxiv.org/abs/1401.5041
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https://www.youtube.com/watch?v=c2DFg53Zhvw


https://www.youtube.com/watch?v=c2DFg53Zhvw
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• What: Talks and panel discussions 

• When: March 14–15, 2024, 9:00 am–5:30 pm 

• Where: MIT College of Computing (Building 45), 8th Floor 
(51 Vassar St, Cambridge, MA) 

• Who: No registration is required. All are welcome to attend! 
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Real-time AI for HL-LHC and beyond (SNSF SG Proposal, T. K. Årrestad) 7

identifying instances from unknown categories, such as potential New Physics processes.

Each of these projects is substantial enough to be the subject of a PhD thesis. I propose allocating

one student to each project, under the supervision of the PI and assisted by a Postdoctoral

researcher. In the sections that follow, I will discuss the specifics of both projects.

2. Section b: Methodology

3. WP1: Towards end-to-end smart triggering for HL-LHC and beyond

3.1. The Level-1 hardware trigger

12.5 µs

PARTICLE 
FLOW 

(66 FPGAs) 

GLOBAL 
TRIGGER 

(13 FPGAs)

Accept / Reject

MUON CHAMBERS 
(96 FPGAs)

CALORIMETRY 
(370 FPGAs)

End-to-end reconstruction model

Downstream 
Task

Latent representation

Downstream 
Task

Downstream 
Task

Downstream 
Task

CHARGED PARTICLE 
TRACKING 

(174 FPGAs)

Accept / Reject

63 Tb/s

Current HL-LHC design This project

MUON CHAMBERS 
PRE-PROCESSING

CALORIMETER 
PRE-PROCESSING

TRACKING 
PRE-PROCESSING

Figure 3. Left: Diagram of the CMS L1 hardware trigger as foreseen for HL-LHC. The system

is located in a radiation shielded cavern right next to the CMS detector and consists of hundreds

of FPGAs mounted on custom boards. Each subsystem; calorimeters (orange), tracking detectors

(green) and muon chambers (light blue), are first reconstructed locally on hundreds of FPGAs.

This information is then sent forward to a system responsible of correlating the information from

all subdetectors using the Particle Flow algorithm (yellow). Finally, the global trigger receives all

trigger information for the final decision (pink) [8]. Right: An illustration of the final AI-powered

end-to-end reconstruction design proposed in WP1.

The CMS Level-1 trigger is designed in a hierarchical way, illustrated in Figure 3. Information

from each subdetector is first processed and reconstructed locally. For instance for the calorimeter,
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Learning the space



•By looking at data, we can learn a lot 

- Go over input  piece by piece 

- Analyze every aspect  

- Compare every feature 

•Find distinctive style of the input 

- can be done e.g by looking for a deviation

Learning the space
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Minimize



Maximize



Physically motivated augmentations?

• Minimizing and maximizing distances learns a space

Minimizing
maximizing





 No class labels used in training! How do we augment detector data?

Physically motivated augmentations?



 No class labels used in training! How do we augment detector data?

   ttbar 

Physically motivated augmentations?



Higgs Higgs

Baseline Augmented by  
Reshowering 
    

Augmentation

Embedded Space can use any NN to embed 



QM foundation models

→ embedding quantum mechanics into AI algorithm
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Training 1: Learn neural embedding 
(on a lot of data, for a long time) 

On simulation? On data?
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Training 2: Fine tune for specific task 
(fast, small dataset, simulation)
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We can replace the QCD theorist with a NN 
(And it works better)



Masked language modelling

Self-supervised pre-training



Masked particle modelling

Masked calorimeter pre-training?



Part2:  
ML in HEP

Thea K. Årrestad (ETH Zürich) 
thea.aarrestad@cern.ch  
thaarres.github.io   

QCD School 2024

mailto:thea.aarrestad@cern.ch


CMS Offline Computing Results 

ML for simulation

https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults


CMS Offline Computing Results 

https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults


10−18m 10−15m 10−6m 100m

Experimental particle physics workflow
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Diffusion models basics
arxiv:2006.11239

Model

Gaussian noise
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Transformer
Diffusion
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https://arxiv.org/pdf/2303.05376.pdf
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