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US ATLAS Shared Tier 3 Analysis Facillities

Three US ATLAS shared Tier 3 analysis facilities with software & computing
resources for analysis to use between grid jobs and local computers

- Large login nodes for development & batch pools for larger-scale processing

. Storage for local datasets & Xcache for remote datasets

- Access to ATLAS & analysis software and tools

Broad range of activities carried out & supported at the facilities, including:
- Event generation, detector simulation with ATLAS or standalone software

- Data movement (via R2D2) and access (using Xcache)

- Data processing for analysis & statistics using ATLAS software in CVMFS

- Graphical applications for example via X-windows

. Software development, testing code before subm|tt|ng to batch sxlste"_o Panda
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Several resources available for US ATLAS members & collaborators!




Jupyter Notebooks, Machine Learning Resources, etc

- Several US ATLAS resources for analysis available and supported
- Examples: Jupyter notebooks, DASK, GPUs & Machine Learning tools
- Also provide access to different types of computing resources including GPUs
- Supported for Run 3 but also allow for R&D for the future
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Several kinds of shared analysis resources are available — please use them,
provide feedback and contribute if you can!




US Disk Resources for Analysis

- Dedicated US ATLAS disk space at the US T1 and T2s — LOCALGROUPDISK
- 15 TB available per site, can request additional space if need beyond 30 TB
- Request: https://atlas-lgdm.cern.ch/LocalDisk_Usage/USER/RequestFormUsage/

. How to transfer datasets to LOCALGROUPDISK ~ + How to access datasets

. Transfer using r2d2 + In grid-based analyses
. Add “-destSE” to your PANDA job - Through XRootD from shared T3's
. Via rucio command line + Can download locally
&« c @ https://rucio-ui.cern.ch/r2d2/request , .
TS —— https://rucio-ui.cern.ch/r2d2/request
pemm—— MWT2_UC_ LOCALGROUPDISK (Midwest Tier 2, Chicago area)
If you are new to this interface you might want to take the tour. BN L“DSGE_LUCﬁLGRDUPDlSK (EFDthEI"u"Eﬂ}
NET2 LOCALGROUPDISK (Northeast Tier 2, Boston University)
If you find any errors or have suggestions for improvements for this interface please report it to Jira. AGLTZ_LGCALGROU PDISK {GFEEIt Lakes Tier 2, UHiVEFEit}I’ of Michigan}

SLACXRD LOCALGROUPDISK (SLAC)
OU_OCHEP_SWT2 (Oklahoma)

1. Select Data Identifiers (DIDs) LUCILLE _LOCALGROUPDISK (Oklahoma)
SWT2 CPB_LOCALGROUPDISK (UTA)

Please request US ATLAS VO
for your grid certificate

Your input will be saved until you submit it. If you want to clear the form please click here.

DID Pattern Search List of DIDs

Please start by entering a DID or DID wildcard and search for either containers or datasets. Then select the requested
DIDs. Please do not use a trailing /' for containers.

Data pattern scope:name... Container ©

Dataset

Disk resources are available for analysis — please make use of them!



https://atlas-lgdm.cern.ch/LocalDisk_Usage/USER/RequestFormUsage/
https://rucio-ui.cern.ch/r2d2/request

US ATLAS Analysis Facilities Documentation & Support

Consolidated documentation page for all facilities and are using the discourse
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Public Documentation for US ATLAS Analysis
Facilities

US ATLAS hosts three shared Tier 3 computing spaces at BNL, SLAC, and UChicago, also
known as Analysis Facilities (AF). These three faclities are available to all US ATLAS physicists
and computer scientists. They are organized and managed to support US ATLAS users' need
for computing resources including login, run interactive and batch jobs, access ATLAS data,
store private data, etc.

The AFs also support a wide variety of tools specific for analysis, including ATLAS/CERN
software in CVMFS, Grid middleware, Rucio clients, Machine Learning packages, MPI, Jupyter
Lab with PyROOT, Xcache with auto data discovery, GPUs, etc.

The three facilites are backed by staff to support software environments, unix systems and
storage.

Need help? Have questions or comments?, Visit our @ ATLAS AF Discourse
Forum (do not confuse with Discord §@f) for user support, contact, friendly
discussion, newsletter and more! We'd love to help you have a smooth

experience while working at our analysis facilities! n
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WELCOME!!!

This Discourse forum is dedicated to support US-ATLAS Tier 3
computing needs and build a community resource where
everyone can learn from one another.

BNL Tier-3 Analysis Facility
SLAC Tier-3 Analysis Facility

UChicago Tier-3 Analysis Facility

This category is dedicated to support users at the UChicago
Tier-3 Analysis Facility

New to Discourse?

Post your guestion here in case you don't know which category
choose or refer to. Or if you need to know how to make a post,
make a question. ask for help, use Discourse, etc

Site Feedback

Discussion about this site, its organization, how it works, and
how we can improve it

Uncategorized

Topics that don't need a category, or don't fit into any other
existing category

platform for support
- Documentation page: https://usatlas.readthedocs.io/projects/af-docs/en/latest/
. Discourse link (use CERN credentials): https://atlas-talk.sdcc.bnl.gov/
€« > C a httpS:f’/us:e;tlas.readthedocs‘iofprojects/affdocsfem/latest/ 2 ok » 0@ : <_ 7 C @ hitps//atlas-talksdccbnlgov L a e % 0 o :
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Trying to make as much material available as possible and welcome feedback on
anything that might be missing or needs updating — please let us know!



https://usatlas.readthedocs.io/projects/af-docs/en/latest/
https://atlas-talk.sdcc.bnl.gov/

US ATLAS Analysis Facilities Onboarding Events

- US ATLAS analysis facilities onboarding events are intended to be informal, connect
users with the support team and provide a space for discussion
- Planning to hold these regularly

- First one today is focusing on the new U Chicago facility, but the goal is to include
others in the future

- Please let help us make these events useful, we have a feedback form on the event
iIndico page and you may always get in touch with us directly as well!

US-ATLAS Analysis Facility User Onboarding: UChicago
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We would like to make these events as useful as possible — please provide us with
your feedback so that we can improve! 5




Summary & Feedback Request

US ATLAS provides numerous resources, we hope you can take advantage of them
We are also happy to receive input and suggestions for how we can help you!
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Cecilia Duran Osuna Amber Roepe-Gier Jason Veatch
Northern lllinois University U Oklahoma Cal State East Bay
mduranosuna@niu.edu amber.roepe-gier@cern.ch jveatch@cern.ch
A I AS We hope you enjoy the
EXPERIMENT event today!

“YOU ARE WELCOME HERE!"



	US ATLAS Analysis Facilities – Shared T3s
	US ATLAS Shared Tier 3 Analysis Facilities
	Jupyter Notebooks, Machine Learning Resources, etc
	US Disk Resources for Analysis 
	US ATLAS Analysis Facilities Documentation & Support
	US ATLAS Analysis Facilities Onboarding Events
	Summary & Feedback Request

