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Rüational Core-Collapse Supernovae   (CCSN)

● Gravitational collapse of the core of massive 

stars and the subsequent explosion of such 

stars as supernovae.

● May provide valuable information about the 

physical processes operating during the 

gravitational collapse of the iron cores of 

massive stars.
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Deep-Learning
For Classification and Regression:

Residual Convolutional Neural Networks (ResCNN)
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Spectrograms vs TimeSeries

Time-domain waveforms from CCSN
[Fig. 4 from Richers et al (1701.02752)]
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Spectrogram of a CCSN signal.
[Figura 4 from Gabriel Mas, Trabajo de Fin de Grado]



Datasets Construction ● Selection of CCSN waveforms from the catalog 

developed by Richers et al:

➢ ⍵0 < 3.0

➢ tcollapse < 1.0 s

● Selection of parameter space

For each element of the Dataset

● Generation of a signal with random parameters;

● Projection of the signal into the detectores;

● Injection of the projected signals into the real noise 

of each detector;

● Whitening;
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Classification Tests

Test 1:

● 10k TimeSeries
● Fixed distance (20 kPc);
● Fixed sky position and polarization angle;
● Fixed inclination (π/2);
● Comparison with results from spectrograms;
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Test 2:

● 10k TimeSeries
● distance between 5 and 20 kPc;
● Random sky position and polarization 

angle;
● Fixed inclination (π/2);

GOAL: Separate signals from noise



Classification Test 1
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● Best model found at epoch 25 with valid loss 
value of 0.0295.

●
● Accuracy: 0.99



Classification Test 1
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● No actual noise classified as signal;
●
● Only 1% of actual signals was predicted as 

noise;



Spectrograms vs Time Series
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(a) the confusion matrix obtain by Gabriel Mas with a similar dataset using Spectrograms and 
in (b) the confusion matrix obtain with a dataset of Time Series.
Differences: in (a) is used the noise from O2 and in (b) O3a; in (a) the signals have a window 
of 4 seconds and in (b) 1 second.

(a) (b)

Actual Noise 1.00 0.00

Actual 
Signal 0.01 0.99

Predicted 
Noise

Predicted 
Signal



Classification Test 2
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● Best model found at epoch 24 with valid loss 
value of 0.1247.

●
● Accuracy: 0.96



Classification Test 2
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● No actual noise classified as signal;
●
● Only 7% of actual signals was predicted as 

noise;



Regression

● 10k TimeSeries;
● distance between 5 and 20 kPc;
● Random sky position;
● Fixed inclination (π/2);
● Inference:

➢ Frequency at the peak of the signal, fpeak
➢ Amplitude of the signal, Δh
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GOAL: Parameter Inference



Regression
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● Best model found at epoch 20 with valid loss 
value of 0.1164.

●
● RMSE: 0.34



Regression
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Conclusions

and

Neû Steps

● Amazing results for 
Classifications

● Good results for Regression

What’s next?

● Larger Datasets;
● Inference on other parameters
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Attachments
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Classification Test 1
Dataset:

● 5k TimeSeries of noise;

● 5k TimeSeries of signals:

○ 1 second window

○ Sample rate: 4096Hz

○ 999 different waveforms with w0 < 3.0

○ Distance: 20 kPc

○ Inclination = π/2

○ Declination, polarization and right ascension = 0

Network:

● Batch Size = 8

● Model: ResCNN(3,2)

● Weight decay: 1e-3

● Maximum learning rate: 0.5

● Monitoring: valid loss
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Classification Test 2
Dataset:

● 5k TimeSeries of noise

● 5k TimeSeries of signals:

○ 1 second window

○ Sample rate: 4096Hz

○ 999 different waveforms with w0 < 3.0

○ Distance: [5, 20] kPc

○ Inclination = π/2

Network:

● Batch size = 15

● Model: ResCNN(3,2)

● Weight decay: 1e-3

● Maximum learning rate: 0.05

● Monitoring: valid loss
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