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Goals

Extract knowledge about the nature 
of the issues on our network

Find trivial and hard to detect 
problems

Determine locations of the root 
cause for a network problem

Automate

Notify relevant people



Geo map of the sites?

The sites



The types of tests

Latency

ps_owd

ps_packetloss

Latency in ms 
between 2 hosts

Percent lost packets 
between the 2 hosts

ps_retransmits

Bandwidth 

Number of 
retransmitted packets

The path between 
a source and destination

List of hops

List of ASNs

List of time to live values

isDestinationReached

hasLooping

isPathComplete

List of round trip times
Throughput

ps_throughput

Network path

ps_trace



The data volume

Type Tests Tests/day Storage

Latency 6.91B     7.95M   3.1TB
Packet loss 7.00B     8.08M   2.4TB
Retransmits 14.7M      18.8K   6.3GB
Throughput 15.6M      19.2K   7.0GB
Network path 1.28B     2.14M   1.5TB

+ Metadata
+ Service status
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Average % successfully completed tests

Service status information for a random 24 hour window



Rate of tests per hour for a random 24 hour window



The data & the issues

Inconsistent
   - metadata varies across indices

Redundant data

Incomplete
   -  test results
   -  metadata

Unknown/Undiscovered data

Example
(inconsistency)



The number of measures each 
tested pair makes for an hour

Latency Throughput

Network path
Example             
(redundancy)



               Example
             (incompleteness)

Sites

Hosts

IP addresses

CIT_CMS_T2  → RAL-LCG2

perfsonar2.ultralight.org  →  lcgps01.gridpp.rl.ac.uk

198.32.44.4  →  130.246.176.109

198.32.44.4  →   None

2605:d9c0:1:5::1:2  →  2001:630:58:1820::82f6:b06d

2605:d9c0:1:5::1:2   →   None



Metadata lookup table



PS-Dash App





Alarms               
& Alerts

Current alarm types:

● Bad owd measurements
● Complete packet loss
● Firewall issue
● Large clock correction
● High packet loss on multiple links
● Bandwidth increased from/to multiple sites
● Bandwidth decreased from/to multiple sites
● Bandwidth increased
● Bandwidth decreased
● Destination cannot be reached from multiple
● Destination cannot be reached from any
● Source cannot reach any



Alarms               
& Alerts



The network path analysis
An autonomous system (AS) is a group of IP prefixes with a clearly defined 
external routing policy. In order for multiple autonomous systems to interact, 
each needs to have a unique identifier - an AS number.





The path
has changed.

Send an alarm.



Path1: no lost packets

Path2: dropped all packets

  Next steps: GNN  

n1

n2

n4 d1

n3

n6 n7

Is this node important?
Are there many in/out links?

Does this happen in one direction only?
What are the previous hops? Is it an issue with the link?

What’s the status of the local 
network?

What’s the AS number? Does it 
participate in other flagged paths?

n3 to blame?
What’s the level of certainty?

s0

Is the destination host healthy?
Are there other tests showing the 
same issues to this destination?

Grant proposal: ML-NetPILLAR: Machine-Learning for Network Problem Identification, Localisation And Resolution

t₀
t₁

s1



Thank you!

Questions?


