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Overview

• At this point in the workshop, do not need to motivate searching for 
anomalies


• Introduce LHC Olympics: Ideas behind, setup, methods, and results 

• Some other comments on open issues for anomaly detection


(With many thanks to Ben & David as LHCO co-organizers and all participants!!) 
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

3

Types of anomalies

• Outliers/Point anomalies: Datapoints far away from regular 
distribution


• Examples:


• Detector malfunctions


• Background-free search 
 

• Group anomlies: Individual examples not interesting,  
but signal is an overdensity with respect to background


• Examples:


• Resonance searches


• Transient signals in time series


• Focus of LHC Olympics
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Approaches
Use simulation to estimate backgrounds?

Yes No

• Systematically compare simulation and 
recorded data, look for differences


• Con: Relies on imperfect simulation, 
Maximally background model dependent


• Pro: Sensitive to all types of anomalies

• e.g. MUSIC 

• Estimate background from data

• Con: Need to make 

assumptions about signal model

• Pro: No reliance on simulation

• Focus of LHC Olympics

arXiv:  
2010.02984
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Assumptions
• Rarity: Pr(anomaly) ≪ Pr(normal) 
• Overlap: max 𝑥 𝑝(𝑥|anomaly)/𝑝 (𝑥|normal) < ∞ 
• Resonance: Pr(|𝑚 −𝑚0| > 𝛿|anomaly) ≈ 0 for some feature 𝑚 
(often a mass) and fixed 𝑚0, 𝛿 
• Smoothness: 𝑝 (𝑥|𝑚, normal) varies slowly with 𝑚 so that one 
can use data with |𝑚 − 𝑚0| > 𝛿 to estimate  
𝑝(𝑥|𝑚,normal) for |𝑚 −𝑚0| < 𝛿 
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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Overall Strategy
• Define an anomaly score a 

• Should be high for anomalous (signal-
like) and low for background-like data 

• Use a selection a to create an anomaly-
enriched dataset 

• Estimate background from data 

• Compare predicted background to number 
of observed with high a (+potentially other 
selection criteria)

Idea behind LHC Olympics: Provide dataset 
that allows exercising all these steps
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History
• Ancient LHC Olympics


• Four workshops 2005—2007 / prior starting to 
LHC 


• Assumed new physics would be plenty, focus 
on characterisation of new physics models

First LHCO lost to sands of time:

http://ph-dep-th.web.cern.ch/ph-dep-th/content2/workshops/lhcOlympics/lhcolympicsI.html

http://ph-dep-th.web.cern.ch/ph-dep-th/content2/workshops/lhcOlympics/lhcolympicsI.html


8

Motivation
• Encourage development and comparison of model-agnostic 

search strategies 

• Focus on group anomalies, data-driven searches 

• Provide a complete package, balance details vs accessiblity 

• Datasets:

• One R&D dataset for algorithm development

• Three black box datasets (BB1-BB3)


• Unblinded over time 

• Timeline:

• Spring 2019: Release R&D dataset (link)

• Autumn 2019: Release BB datasets (link)

• January 2020: Winter Olympics as part  

of ML4Jets, unblinding of BB1 (link)

• July 2020: (Virtual) Summer Olympics, unblinding of 

BB2 and BB3 (link)

• LHC Olympics paper (https://arxiv.org/abs/2101.08320) 

public

https://lhco2020.github.io/homepage/

https://zenodo.org/record/6466204#.YoydSpNBxqs
https://zenodo.org/record/4536624#.Yoz_7pNBz0o
https://indico.cern.ch/event/809820/sessions/329216/#20200116
https://indico.desy.de/event/25341/
https://arxiv.org/abs/2101.08320
http://www.apple.com/uk
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Figure 1. Feynman diagram for signals of R&D dataset and Black Box 1.

Setting R&D BB1 BB3

Tune:pp 14 3 10

PDF:pSet 13 12 5

TimeShower:alphaSvalue 0.1365 0.118 0.16

SpaceShower:alphaSvalue 0.1365 0.118 0.16

TimeShower:renormMultFac 1 0.5 2

SpaceShower:renormMultFac 1 0.5 2

TimeShower:factorMultFac 1 1.5 0.5

SpaceShower:factorMultFac 1 1.5 0.5

TimeShower:pTmaxMatch 1 2 1

SpaceShower:pTmaxMatch 0 2 1

Table 1. Pythia settings for the di↵erent datasets. For R&D the settings were the Pythia defaults
while for BB1 and BB3 they were modified. BB2 is not shown here because it was produced using
Herwig++ with default settings.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with

masses mZ0 = 3.823 TeV, mX = 732 GeV and mY = 378 GeV. A total of 834 signal

events were included (out of a total of 1M events in all). This number was chosen so

that the approximate local significance inclusively is not significant. In order to emulate

reality, the background events in Black Box 1 are di↵erent to the ones from the R&D

dataset. The background still uses the same generators as for the R&D dataset, but

a number of Pythia and Delphes settings were changed from their defaults. For the

– 6 –

• Data format:

• 3-vectors of reconstructed particles in the event


• pt, eta, phi, (m assumed to be zero)

• Leading 700 particles (zero-passed otherwise)

• -> 2100 dimensional input space 

• Also provided a much lower dimensional 
representation

• Clustering into two jets and using mass/

substructure

• O(10) dimensional input space


• No other quantities (e.g. flavor tagging) included 

• Single R=1 jet trigger pT>1.2 TeV 

• Generation with Pythia/Herwig; detector simulation 
with Delphes
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– 6 –

• For building and testing methods

• 1M background examples (Standard Model), 

100k signal examples (signal, see Feynman diagram 
on the right)


• Labels provided  

• Relatively simple signal

• Known to differ in previously mentioned 

features from background distribution

• Unrealistically high S/B

m=3.5 TeV

m=500 GeV

m=100 GeV

New Methods and Datasets for Group Anomaly Detection ANDEA ’21, Anomaly and Novelty Detection, Explanation and Accommodation

Fig. 4. A histogram of the resonant feature< in units of GeV with a parametric fit (U0 (1 �<)U1<U2+U3 log(<) ) using the SB data
overlaid. The fit Kolmogorov-Smirnov (KS) ?-value is well above 0.05 in the SB.

for the R&D dataset, but a number of P����� and D������ settings were changed from their defaults to mimic the
domain shift between simulation and experimental data.

2.3 Black Box 2

This sample of 1M events was background only. The background was produced using a di�erent publicly-available and
standard particle-physics event generation tool, H�����++ [27], instead of P�����. Also, it used a modi�ed D������
detector card that is di�erent from Black Box 1 but with similar modi�cations on top of the R&D dataset card.

2.4 Black Box 3

The signal was based on Ref. [35, 36] and consisted of a hypothetical heavy BSM particle with two di�erent decay modes
resulting in two collimated showers of particles (“dijets") or with three collimated showers of particles (“trijets") as
illustrated in Fig. 1 center and right. These signals are inspired by theories introducing extra dimensions of space-time.
1200 dijet events and 2000 trijet events were included along with Standard Model backgrounds in Black Box 3 (for
a total of 1M events). These numbers were chosen so that an analysis that found only one of the two modes would
not observe a signi�cant excess. The background events were produced with modi�ed P����� and D������ settings
(di�erent than the R&D and other Black Box datasets).

2.5 Evaluation of the Challenge

During the initial challenge phase (see [5]), only the signal contained in the R&D Dataset was known to participants.
For this, both the physical properties (decay topology, masses) and per-event labels were given. No such information
was made available for Black Box 1–3. Participants were asked to submit (separately for each Black Box): I) A p-value
associated with the dataset having no new particles (null hypothesis); II) As complete a characterization of the new
physics as possible (in text-form) (e.g. masses and decay modes of all new particles with associated uncertainties); and
III) How many signal events (central value and uncertainty) are in the dataset (before any selection criteria).

After the challenge phase, the physical properties and datasets with added per-event labels (signal or background)
were made public, rendering the initial evaluation criteria obsolete. However, as better signal identi�cation will aid
better anomaly detection, quantities such as accuracy, area under the curve (AUC), or signi�cance improvement (SIC,
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Fig. 2. A schematic diagram of a detector at the LHC to illustrate the standard coordinate system. In the top view, protons collide
into and out of the page while in the bo�om view, protons collide from the le� and right. The collision debris flies out in all directions
and for simplicity is represented by six particles. These particles register signals in a series of detector components. Their trajectories
are then reconstructed using their transverse momentum ?) and angular coordinates q and [.

high-level features are:< 91 the invariant mass of the lighter jet; �< 9 the mass di�erence of the two jets; and g21,1

and g21,2 the # -subjettiess ratios [33, 34] of the leading two jets. This feature quanti�es the degree to which a jet is
characterized by two subjets or one subjet, with smaller values indicating two-prong substructure.

Many approaches in the LHC Olympics challenge were based on these features, instead of the low-level features.
Plots of these high-level (histograms marginalized over the rest of the feature space) are shown in Fig. 3. We see that
many of them are quite useful in separating signal vs background. The resonant feature is shown in Fig. 4.

Fig. 3. Histograms of the four high-level features provided in the LHCO2020 data. The features in the right plot are dimensionless
and the features in the le� plot are given in units of TeV.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with di�erent parameters for the
anomalous particles, in order that a method trained exclusively on the R&D dataset could not trivially succeed on the
Black Box dataset. A total of 834 signal events were included (out of a total of 1M events in all). This number was chosen
so that the approximate local signi�cance inclusively is not signi�cant.4 In order to emulate reality, the background
events in Black Box 1 are di�erent to the ones from the R&D dataset. The background still uses the same generators as

4It is important to keep in mind that in particle physics, the discovery threshold is conventionally taken to be 5f , corresponding to a ?-value of 3 ⇥ 10�7
under the null hypothesis.
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Fig. 2. A schematic diagram of a detector at the LHC to illustrate the standard coordinate system. In the top view, protons collide
into and out of the page while in the bo�om view, protons collide from the le� and right. The collision debris flies out in all directions
and for simplicity is represented by six particles. These particles register signals in a series of detector components. Their trajectories
are then reconstructed using their transverse momentum ?) and angular coordinates q and [.

high-level features are:< 91 the invariant mass of the lighter jet; �< 9 the mass di�erence of the two jets; and g21,1

and g21,2 the # -subjettiess ratios [33, 34] of the leading two jets. This feature quanti�es the degree to which a jet is
characterized by two subjets or one subjet, with smaller values indicating two-prong substructure.

Many approaches in the LHC Olympics challenge were based on these features, instead of the low-level features.
Plots of these high-level (histograms marginalized over the rest of the feature space) are shown in Fig. 3. We see that
many of them are quite useful in separating signal vs background. The resonant feature is shown in Fig. 4.

Fig. 3. Histograms of the four high-level features provided in the LHCO2020 data. The features in the right plot are dimensionless
and the features in the le� plot are given in units of TeV.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with di�erent parameters for the
anomalous particles, in order that a method trained exclusively on the R&D dataset could not trivially succeed on the
Black Box dataset. A total of 834 signal events were included (out of a total of 1M events in all). This number was chosen
so that the approximate local signi�cance inclusively is not signi�cant.4 In order to emulate reality, the background
events in Black Box 1 are di�erent to the ones from the R&D dataset. The background still uses the same generators as

4It is important to keep in mind that in particle physics, the discovery threshold is conventionally taken to be 5f , corresponding to a ?-value of 3 ⇥ 10�7
under the null hypothesis.
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Challenge datasets: BB1
• All contain total of 1M examples; might contain signal;  

no labels provided during ‘content’ phase (labels available no)

• All used different simulation parameters for background (to avoid 

unrealistic exploits)


• BB1: 834 signal examples 
Same event topology as R&D dataset, different masses 
 
might be easy?  

q

q

X

Y

q

q

q

q

Z 0

Figure 1. Feynman diagram for signals of R&D dataset and Black Box 1.

Setting R&D BB1 BB3

Tune:pp 14 3 10

PDF:pSet 13 12 5

TimeShower:alphaSvalue 0.1365 0.118 0.16

SpaceShower:alphaSvalue 0.1365 0.118 0.16

TimeShower:renormMultFac 1 0.5 2

SpaceShower:renormMultFac 1 0.5 2

TimeShower:factorMultFac 1 1.5 0.5

SpaceShower:factorMultFac 1 1.5 0.5

TimeShower:pTmaxMatch 1 2 1

SpaceShower:pTmaxMatch 0 2 1

Table 1. Pythia settings for the di↵erent datasets. For R&D the settings were the Pythia defaults
while for BB1 and BB3 they were modified. BB2 is not shown here because it was produced using
Herwig++ with default settings.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with

masses mZ0 = 3.823 TeV, mX = 732 GeV and mY = 378 GeV. A total of 834 signal

events were included (out of a total of 1M events in all). This number was chosen so

that the approximate local significance inclusively is not significant. In order to emulate

reality, the background events in Black Box 1 are di↵erent to the ones from the R&D

dataset. The background still uses the same generators as for the R&D dataset, but

a number of Pythia and Delphes settings were changed from their defaults. For the

– 6 –

m=3.823 TeV

m=732 GeV

m=378 GeV



12

Challenge datasets: BB2
• All contain total of 1M examples; might contain signal;  

no labels provided during ‘content’ phase (labels available no)

• All used different simulation parameters for background (to avoid 

unrealistic exploits)

• Additional pure-background sample provided (again with a different tune)


• BB2: 0 signal examples; Herwig++ instead of Pythia for background 
 
test for false positives 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Challenge datasets: BB3
• All contain total of 1M examples; might contain signal;  

no labels provided during ‘content’ phase (labels available no)

• All used different simulation parameters for background (to avoid 

unrealistic exploits)

• Additional pure-background sample provided (again with a different tune)


• BB3: 
mX = 4.2 TeV and two decay modes: 
  1200 signal events in di-jet signature 
  2000 signal events in tri-jet signature 
  (finding individual excess should not 
   yield significance) 
 
should be challenging 
 

q

q

Y

g

g

g

X

q

q

q

q

X

Figure 2. Feynman diagrams for signal of Black Box 3.

– 8 –

Dijet signature

Trijet signature
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Evaluation criteria
• What you should report: 

• A p-value associated with the dataset having no new particles 
(null hypothesis).


• As complete a description of the new physics as possible. For 
example: the masses and decay modes of all new particles 
(and uncertainties on those parameters).


• How many signal events (+uncertainty) are in the dataset 
(before any selection criteria).


• Partial submissions in only a subset of the categories are 
welcome!

(Goal not to necessarily pick ‘one winner’ but 
to get a useful understanding of 
anomaly detection capabilities) 
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Overview of Methods
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(No labels) 

(Noisy labels) 

(Partial / full labels) 

Some examples and trends in the following.  
For exhaustive discussion, refer to 
2101.08320 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Unsupervised - Autoencoders
• Several autoencoder-type learning approaches

• Underlying assumption is that an autoencoder trained on  

background dominated sample will have bad reconstruction 
performance for previously unseen signal 

X X’ X’’
Encoder 

fɸ(x)
Decoder 

gθ(x’)

Input data 
e.g. images, 
high level 
observables, 
four vectors

Compressed 
representation 
Latent space Output data


(same format as 
input)

L(x) = ||x� g✓(f�(x))||2
a(x) = L(x)

Encoder/Decoder are neural 
networks

• Differences in data representation 
Data space vs latent space anomaly detection 
Different latent space prior distributions  
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Complexity 
• If anomalies are much simpler (therefore 

easier to reconstruct): 
a(x) will still be lower, despite never 
encountered in training 

• Observed with naive AE in QCD vs top

• Train on tops only; top still considered 

anomaly wrt/ QCD 

Only QCD for training

Only top for training
Tim Weber. MSc thesis. 

Hamburg, 2019; 
See also 2104.09051

Top

Top

QCD

QCD

More anomalous

More anomalous
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B. Billon, T Plehn,  et al 
2104.08291

Mostly QCD for training

Mostly top for training

Top
QCD

Top

QCD

More anomalous

More anomalous

Complexity 
• If anomalies are much simpler (therefore 

easier to reconstruct): 
a(x) will still be lower, despite never 
encountered in training 

• Observed with naive AE in QCD vs top

• Train on tops only; top still considered 

anomaly wrt/ QCD

• Can be overcome (e.g. by structuring  

the latent space) 
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• Conditional transport and sampling


• Train density estimator (e.g. conditional 
normalising flow) in sideband


• Interpolate to signal region


• Sample data there


• This produces ‘extrapolated-background’

2

m

a.u.

SB SR SB

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

x

pdata(x|m 2 SR)

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

Train density estimator 
here

and sample here

(Corresponds  
to training a  
background model 
on data!)

Unsupervised - Density Estimation
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Unsupervised - Density Estimation
• Compare extrapolated-background to actual data


• Either by also training a density estimator in signal region and 
building the likelihood ratio (GIS-approach, ANODE)3600 GeV < MJJ < 3900 GeV, and look at the events that remain after a series of cuts

on the anomaly score ↵.

Figure 18. The anomaly score for each event as a function of the invariant mass of the leading
two jets. A number of anomalous events are clearly seen near MJJ ⇡ 3750GeV.

Figure 19. Parameter distributions of the events that remain after imposing cuts on the anomaly
score ↵, and limiting the mass range to 3600 GeV < MJJ < 3900 GeV. Vertical dashed lines are
the true anomalous events that were unveiled after the close of the competition.

In Fig. 19 we show the parameter distributions of the events that remain after imposing

↵ > [1.5, 2.5, 5.0] cuts in the right four panels, and find that the most anomalous events

are centered in MJ1 and MJ1 � MJ2, and have small values of n-subjettiness ⌧21. This

strongly indicates that we found a unique over-density of events that do not have similar

counterparts at neighbouring MJJ values - i.e. an anomaly.

– 32 –

Figure 8. Scatter plot of R(x|m) versus log pbackground(x|m) across the test set in the SR. Back-
ground events are shown (as a two-dimensional histogram) in grayscale and individual signal events
are shown in red. Ref. [63].

log pbackground(x|m) < 2. This is exactly what is expected for this signal: it is an over-

density (R > 1) in a region of phase space that is relatively rare for the background

(pbackground(x|m) ⌧ 1).

The background density in Fig. 8 also shows that the R(x|m) is narrower around 1

when pbackground(x|m) is large and more spread out when pbackground(x|m) ⌧ 1. This is

evidence that the density estimation is more accurate when the densities are high and worse

when the densities are low. This is also to be expected: if there are many data points close

to one another, it should be easier to estimate their density than if the data points are very

sparse.

Figure 9. Receiver Operating Characteristic (ROC) curve (left) and Significance Improvement
Characteristic (SIC) curve (right). Figure reproduced from Ref. [63].

– 18 –

More specifically, ANODE attempts to learn two densities: pdata(x|m) and pbackground(x|m)

for m 2 SR. Then, classification is performed with the likelihood ratio

R(x|m) =
pdata(x|m)

pbackground(x|m)
. (3.4)

In the ideal case that pdata(x|m) = ↵ pbackground(x|m) + (1 � ↵) psignal(x|m) for 0  ↵  1

and m 2 SR, Eq. 3.4 is the optimal test statistic for identifying the presence of signal. In

the absence of signal, R(x|m) = 1, so as long as psignal(x|m) 6= pbackground(x|m), Rdata(x|m)

has a non-zero density away from 1 in a region with no predicted background.

In practice, both pdata(x|m) and pbackground(x|m) are approximations and so R(x|m)

is not unity in the absence of signal. The densities p(x|m) are estimated using conditional

neural density estimation. The function pdata(x|m) is estimated in the signal region and

the function pbackground(x|m) is estimated using the sideband region and then interpolated

into the signal region. The interpolation is done automatically by the neural conditional

density estimator. E↵ective density estimation will result in R(x|m) in the SR that is

localized near unity and then one can enhance the presence of signal by applying a threshold

R(x|m) > Rcut, for Rcut > 1. The interpolated pbackground(x|m) can then also be used to

estimate the background.

The ANODE procedure as described above is completely general with regards to the

method of density estimation. In this work we will demonstrate a proof-of-concept using

normalizing flow models for density estimation. Since normalizing flows were proposed

in Ref. [60], they have generated much activity and excitement in the machine learning

community, achieving state-of-the-art performance on a variety of benchmark density esti-

mation tasks.

3.2.2 Results on LHC Olympics

The conditional MAF is optimized6 using the log likelihood loss function, log(p(x|m)).

All of the neural networks are written in PyTorch [61]. For the hyperparameters, there

are 15 MADE blocks (one layer each) with 128 hidden units per block. Networks are

optimized with Adam [62] using a learning rate 10�4 and weight decay of 10�6. The SR

and SB density estimators are each trained for 50 epochs. No systematic attempt was

made to optimize these hyperparameters and it is likely that better performance could

be obtained with further optimization. For the SR density estimator, the last epoch is

chosen for simplicity and it was verified that the results are robust against this choice.

The SB density estimator significantly varies from epoch to epoch. Averaging the density

estimates point-wise over 10 consecutive epochs results in a stable result. Averaging over

more epochs does not further improve the stability. All results with ANODE present the

SB density estimator with this averaging scheme for the last 10 epochs.

Figure 8 shows a scatter plot of R(x|m) versus log pbackground(x|m) for the test set in

the SR. As desired, the background is mostly concentrated around R(x|m) = 1, while

there is a long tail for signal events at higher values of R(x|m) and between �2 <

6Based on code from https://github.com/ikostrikov/pytorch-flows.
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• Or by training a classifier between 
extrapolated-background and actual data (e.g. 
CATHODE / 2109.00546 or CURTAINS / 
2203.09470) (post-LHCO)

7

FIG. 6. Background rejection (left) and significance improvement (right) of the various anomaly classifiers as a function of
the signal e�ciency. The solid lines are deduced from a median value of 10 fully independent trainings on the same training,
validation and evaluation set. The uncertainty bands quantify the variance from retraining the NNs on the same, fixed dataset
and are defined such that they contain 68% of the runs around the median.

FIG. 7. Left: Median maximum significance improvement of each method with 10 di↵erent signal injections (leading to a
di↵erent split of training, validation and evaluation sets in each run) at each decreasing value of signal/background ratios.
Here, the 68% hatched uncertainty bands quantify the variance (around the median) from both retrainings of the NN and

random realizations of the training and validation data, including di↵erent realizations of the 1,000 injected signal events.
Right: Achieved maximum significance, which is computed by multiplying the uncut significance by the maximum significance
improvement. Both plots feature the significance without any cut applied in the upper horizontal axis. The dotted lines on the
right hand side denote 3 and 5 sigma significance values.

and the simulation-dependent methods. The fact
that Cathode is only marginally worse than the
idealized anomaly detector (in fact, they are over-
lapping within their respective error bands al-
most everywhere) is truly striking. The idealized
anomaly detector is meant to provide an upper
bound on the performance of any data vs. back-
ground anomaly detection method. The fact that
the Cathode method is nearly saturating it in-
dicates that Cathode is achieving close to opti-
mal performance on the LHCO R&D dataset. Evi-

dently, the background in the SR is being extremely
well modeled by the interpolated conditional den-
sity estimator.

• Finally, we see from Fig. 6 that while Cathode and
the idealized anomaly detector are outperformed
by the supervised classifier at higher signal e�cien-
cies, at lower signal e�ciencies their performances
are all increasingly comparable. The behavior at
high signal e�ciency may be explained by the fact
that there is simply too much background to find
the signal; meanwhile, at low signal e�ciency, the

2109.00546
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f1 pS + (1� f1) pB
f2 pS + (1� f2) pB

=
f1 LS/B + (1� f1)

f2 LS/B + (1� f2)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since

@LS/B
LM1/M2

= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f1 pS + (1� f1) pB
f2 pS + (1� f2) pB

=
f1 LS/B + (1� f1)

f2 LS/B + (1� f2)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since

@LS/B
LM1/M2

= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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1708.02949, 1902.02634,  
see also talk by Ines on ATLAS study

Weak Supervision: CWola 
Hunting

Important observation:

A classifier (i.e. a neural network) trained 
to distinguish two mixed samples learns 
to distinguish the components

Figure 34. p-values obtained from the analysis in the resonance mass scan for BB2 (left) and BB1
(right) at selection e�ciencies 10%, 1%, 0.2%. The dashed black line is the result with no selection
cut.

Figure 35. mJJ distributions obtained for BB2 (left) and BB1 (right) for the signal region centered
around 3500GeV after a series of selection cuts. The top line and data points corresponds to no
selection cut.

for both jets, indicating that they have a two-pronged structure. No strong clustering is

observed in ⌧32 (right plot).

4.1.3 Lessons Learned

Compared to the original study [67, 68], we found that rescaling mJ by mJJ is e↵ective

in su�ciently eliminating the correlation between these variables. In the original study we

instead removed events with high jet mass over 500 GeV, since this is where the neural

networks focussed on finding these correlations and a cut on high jet masses severely distorts

the QCD background shape by rejecting a very high fraction of events at low mJJ . The

same strategy applied to BB1 would have missed the signal.

Of course, the method stricty defined is clearly limited in finding signals that do not

look like two fat jets with substructure, and would therefore fail in identifying the signal in

– 54 –

Use increasingly tight selections 
to identify 
localised signal. 
 
Major downside: Correlations 
between mass and 
other features
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Weak Supervision: TNT and SALAD

TNT (2002.12376):  
Interesting signal might contain two 
anomalous jets per event. Use per-jet 
classifiers to build enriched datasets for 
training.


Figure 38. An illustration of the Tag N’ Train technique. Here O1 and O2 represent Object-1 and
Object-2, the two components of the data one wishes to train classifiers for.

more massive jet and Object-2 as the less massive jet of these two jets. We found that one

can incorporate the assumption of a resonant signal by requiring signal-like events fall in

particular dijet mass window and scanning this window over the full range during a search

(as in [67, 68]). This requirement helps to better isolate resonant signals and improves the

performance of the resulting classifier. Our implementation of the TNT based anomaly

search used jet images as the inputs for both the autoencoders and the TNT classifiers and

CNN based model architectures trained with the Adam optimizer. We chose a latent size

of 6 for the autoencoder based on results of the previous studies in the literature [80, 108].

Based on results on the R&D Dataset we found that the second iteration of the Tag N’

Train technique generally reached the plateau performance and so we used 2 iterations in

our search. No optimization of the model architectures and optimizer hyperparameters was

attempted. A rough optimization of the selection of signal-like and background-like samples

in the TNT technique was performed using the R&D dataset. In the first iteration, we used

the 40% of events with the lowest autoencoder reconstruction losses as the background-like

sample and the 20% with the highest as signal-like sample during the first iteration. In

the second iteration, we once again used the 40% of events with the lowest scores as the

background-rich sample, but tightened the signal-like cut to the top 10% of events. On the

R&D dataset we found the performance was quite insensitive to the exact background-like

cut used (as the resulting sample was always nearly pure background) and moderately

sensitive to the signal-like cut used.

On the Blackboxes we used 200k events to train the autoencoders, 400k to run Tag

N’ Train (200k for each iteration) and searched for a signal in remaining 400k events. Due

to limited computational resources, we did not run the full cross validation, but rather

switched the 400k events used for training and searching and kept the same autoencoders.

Thus only 800k out of the 1M events were actually used to determine the significance of

the anomaly. We used the alteration of TNT that assumes a resonance by requiring signal

events fall in a dijet mass window and scanned over the dijet mass range of 3000 to 5000
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SALAD (2001.05001):   
Use classifier-based reweighting 
(DCTR approach / 1907.08209) to learn mapping 
background simulation in sideband to data. 

Apply in signal-region and treat non-closure 
as anomaly


devoid of signals. In a resonance search, this region can be isolated using sidebands in

the resonant feature. The reweighting function morphs the simulation into the data and

is parameterized in the resonant feature(s). The model is then interpolated to the signal

region region and the reweighted background simulation can be used for both enhancing

signal sensitivity and estimating the background. As deep learning classifiers can naturally

probe high dimensional spaces, this reweighting model can in principle exploit the full phase

space for both enhancing signal sensitivity and estimating the Standard Model background.

4.4.1 Method

Let m be a feature (or set of features) that can be used to localize a potential signal in

a signal region (SR). Furthermore, let x be another set of features which are useful for

isolating a potential signal. For the LHC Olympics, m will be the invariant mass of two

jets and x includes information about the substructure of the two jets. The Simulation

Assisted Likelihood-free Anomaly Detection (Salad) method then proceeds as follows:

1. Train a classifier f to distinguish data and simulation for m 62 SR. This classifier

is parameterized in m by simply augmenting x with m, f = f(x, m) [115, 116]. If

f is trained using the binary cross entropy or the mean squared error loss, then

asymptotically, a weight function w(x|m) is defined by

w(x|m) ⌘ f(x)

1 � f(x)
=

p(x|data)

p(x|simulation)
⇥ p(data)

p(simulation)
, (4.5)

where the last factor in Eq. 4.5 is an overall constant that is the ratio of the total

amount of data to the total amount of simulation. This property of neural networks to

learn likelihood ratios has been exploited for a variety of full phase space reweighting

and parameter estimation proposals in high energy physics (see e.g. [114, 115, 117–

120]).

2. Simulated events in the SR are reweighted using w(x|m). The function w(x|m) is

interpolated automatically by the neural network. A second classifier g(x) is used

to distinguish the reweighted simulation from the data. This can be achieved in the

usual way with a weighted loss function such as the binary cross-entropy:

loss(g(x)) = �
X

mi2SRdata

log g(xi) �
X

mi2SRsimulation

w(xi|mi) log(1 � g(xi)). (4.6)

Events are then selected with large values of g(x). Asymptotically22, g(x) will be

monotonically related with the optimal classifier:

22Su�ciently flexible neural network architecture, enough training data, and an e↵ective optimization

procedure.
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Semi-supervised
Signal-classifier based training 
Train a classifier on a potential signal  
(or cocktail of potential signals!) and 
use like in a fully supervised search.


QUAK (2011.03550):  
Combine potential signals (supervised) and unlabelled 
data. Essentially use different signal priors to build a 
latent space in which to search for anomalies.




Reporting of results
Section Short Name Method Type Results Type

3.1 VRNN Unsupervised (i) (BB2,3) and (ii) (BB1)

3.2 ANODE Unsupervised (iii)

3.3 BuHuLaSpa Unsupervised (i) (BB2,3) and (ii) (BB1)

3.4 GAN-AE Unsupervised (i) (BB2-3) and (ii) (BB1)

3.5 GIS Unsupervised (i) (BB1)

3.6 LDA Unsupervised (i) (BB1-3)

3.7 PGA Unsupervised (ii) (BB1-2)

3.8 Reg. Likelihoods Unsupervised (iii)

3.9 UCluster Unsupervised (i) (BB2-3)

4.1 CWoLa Weakly Supervised (ii) (BB1-2)

4.2 CWoLa AE Compare Weakly/Unsupervised (iii)

4.3 Tag N’ Train Weakly Supervised (i) (BB1-3)

4.4 SALAD Weakly Supervised (iii)

4.5 SA-CWoLa Weakly Supervised (iii)

5.1 Deep Ensemble Semisupervised (i) (BB1)

5.2 Factorized Topics Semisupervised (iii)

5.3 QUAK Semisupervised (i) (BB2,3) and (ii) (BB1)

5.4 LSTM Semisupervised (i) (BB1-3)

Table 2. A categorization in terms of method and result type for all of the results presented in the
Sec. 3, Sec. 4, and Sec. 5.
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i) during challenge phase 
ii) after challenge phase 
iii) R&D dataset used 



Results - BB1

Figure 51. Results of unblinding the first black box. Shown are the predicted resonance mass
(top left), the number of signal events (top right), the mass of the first daughter particle (bottom
left), and the mass of the second daughter particle (bottom right). Horizontal bars indicate the
uncertainty (only if provided by the submitting groups). In a smaller panel the pull (answer-
true)/uncertainty is given. Descriptions of the tested models are provided in the text.

signal, these results highlight a possible vulnerability of anomaly detection methods in the

tail of statistical distributions.

For Black Box 3 a resonance decaying to hadrons and invisible particles (PCA), a

resonance with a mass between 5.4 and 6.4 TeV (LDA), at 3.1 TeV (embedding clustering),

and between 5 and 5.5 TeV (QUAK) was reported. No signal was observed by one approach

(VRNN). The true injected resonance with a mass of 4.2 TeV and two competing decay

modes was not detected by any approach.

After unveiling the black boxes, further submissions and improvements to the anomaly

detectors were made. The VRNN and BuHuLaSpa (Sec. 3.3) approaches now report an

enhancement at an invariant mass below 4 TeV for black box 1, while no signal is observed

for the other two black boxes. With deep ensemble anomaly detection (Sec. 5.1) a resonance

at 3.5 TeV is seen for the first black box and for Latent Dirichlet Allocation a resonance

not incompatible with 3.8 TeV is observed. Another new submission was Particle Graph

Autoencoders (Sec 3.7) which detected a resonance at 3.9 TeV for the first black box.

Finally, a resonance at 3.5 TeV was seen using CWoLa hunting (Sec. 4.1). For Black Box

two and three, no additional observations of a signal were reported after unblinding.

6.2 Overall Lessons Learned

This large and diverse number of submissions on the blinded and unblinded datasets is very

encouraging. Even better, the resonance in the first black box was successfully detected
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(Shown are results during challenge) 

Several approaches identified resonance; density 
estimation also found correct properties 



Results - BB2
Reminder: no signal injected


Some methods reported resonances in the tail of the mass distribution (around 
4.5 TeV)

    Difficult to predict for edges of phase space


Latent Dirichlet Allocation: Our method extracts signal descriptions which 
appear convincing, however the classifier does not identify a bump in the 
invariant mass spectra. Without this we were unable to determine that a signal 
was present. The di-jet description extracted consisted of one jet of mass 
350-400 GeV and another of mass 150-200 GeV. If the production of these 
states was non-resonant, we would be unable to find the signal with our 
method. Or if more than just di-jets were relevant to reconstruct the invariant 
mass, we would also not be able to find it. Otherwise, we determine that no 
signal was present in the data.



Results - BB3

Reminder: di-jet and tri-jet topologies 


Different observations claimed, none identified the correct 
signal.
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Lessons learned
• Anomaly detection is difficult 

• Even for “anomalies” close to already considered signals

• Even more so for “exotic” signals

• Value in blind studies


• Robust uncertainty quantification needed - especially for tails of 
distributions 

• Many methods used “sidebanding” in invariant mass + learning some 
anomaly detector. 

• Less reliance on peaks annd

• less reliance on one ‘lucky’ (physically inspired) variable desirable


• Did not discuss data representation: image vs point cloud vs … vs high-
level features

• Will bias anomaly detection performance. Need to understand better.
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• Strategies to assess the quality of anomaly detection techniques without (or 
at least with less) dependence on specific signal models? Right now, the 
strategy seems to be to compare the ability of ADs to find some benchmark 
signals.


• Can there be robust methods to set exclusion limits with ‘data only’ 
anomaly dectors (i.e. methods where all final trainings are carried out on 
data - as opposed to training on simulation) without injecting signal events 
into the data.


• How to to publish the on-data-trained anomaly detectors in such a way that 
allows ex-post analysis by people outside the experiment whether the 
training result is compatible / rules out a given new physics signals.


• Methods to go from an observed anomaly (ie. a signal like excess in some 
region of data) to an interepretation in terms of physics models can still be 
improved as well.


Other open issues



• Exciting space of anomaly detection in 
LHC physics


• First successes and breadth of ideas 
but better understanding and more 
applications needed


• Potential to search for more signatures 
with less people, even while some 
conceptual issues are being resolved


• Also applies to other areas (e.g. 
data quality / detector operations)

30
Thank you!

Conclusions

Anomaly  
Searches

Specific 
Searches


