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Magnetars
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High and low 
luminosity 

Gamma-ray bursts

Active galactic NucleiStarburst Galaxies

Tidal disruption event

UHECRs  : particles with energies up to 1020 eV and beyond
‣ UHECR production rate per Galaxy ~ 1031 UHECR/sec 
‣ LHC reach ~ 1019 protons/sec

The sources must be 
luminous enough
able to accelerate particles to energies far above those 
reached at LHC

The challenge: what are we looking for?

The energy frontier – particles of 1020 eV
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Need accelerator of size of 
Mercury orbit to reach 1020 eV 
with LHC technology

Large Hadron Collider (LHC), 
27 km circumference, 

superconducting magnets

National Research 
Council, USA, 2002

Ultra High Energy Cosmic Rays - Accelerators

! need ILC (35 MV/m)

L= diameter of Saturn orbit

! alternatively built LHC around

Mercury orbit

! astrophysical shock

acceleration less efficient...

Astrophysical source candidates

Particle physics source candidates

(Unger, 2006)

X particles from:

• topological defects

• monopoles

• cosmic strings

• cosmic necklaces

• .....
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Anonymous gift                 $50,000 
 
Grainger Foundation          
for site survey                   $100,000 
 
UNESCO                            $100,000 
 
NSF                                     $30,000 
 
Universities  Research 
Association                        $50,000 
 
University of Chicago       $25,000    

Seed money for 6 month 
design study at Fermilab 
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NSF                                     $30,000 
 
Universities  Research 
Association                        $50,000 
 
University of Chicago       $25,000    

Seed money for 6 month 
design study at Fermilab 

Workshops in 

- Paris (1992)

- Adelaide (1993)

- Tokyo (1993)

- Snowmass (1994)

- Fermilab (1995)

A really big observatory was needed …
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Building the Pierre Auger Observatory

4

Pierre Auger Project Schedule Chart
Updated 26-OCT-07
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Fluorescence 
telescopes

Tanks with 
electronics

Tanks deployed

May 2001 – first fluorescence event

May 2000 – first engineering array station

June 2008 – completion of surface array

!"#$%&'()*#+,&-./0&12%3,&#%&12455&3$,&%30&67#$%6&$.(8#90&*0%09%:(&

;%30&:/0&<)%3&$)=/#%.(0$&8(:>&%30&<3:70&?:77#@:(#%):/A&<#$&8)770*&

<)%3&<#%0(B&C%&<#$&D.%&%:&<:(E&)>>0*)#%07+&#8%0(<#(*$BF



The Auger Observatory
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4 fluorescence detectors 
(24 telescopes up to 30°)

 Sub-array of 750 m 
(63 stations, 23.4 km2)

AERA - Auger Engineering Radio Array

World’s largest radio experiment for
CR-physics.

Profiting from 3 other nearby CR-detectors:
(! high quality data, ext. trigger, ...).

100% duty cycle.

Energy threshold ⇠ 1017 eV.

2/16

1665 surface detectors: 
water-Cherenkov tanks 

(grid of 1.5 km, 3000 km2)

Radio antenna array 
(153 antennas, 17 km2)

  More than 400 members, 
  98 institutes, 18 countries 

LIDARs and laser facilities

Pierre Auger Observatory 
Province Mendoza, Argentina

Southern hemisphere: Malargue, 
Province Mendoza, Argentina

Water-Cherenkov
detectors and
Fluorescence 
telescopes

Underground muon 
detectors (24+)

High elevation telescopes (3)



 Particle detector 
 10 m2 area, 1.20 m high  
 12 tons of water

Fluorescence telescope

Lidar

FRAM





1.5 km



PMT camera with 
440 pixels, 1.5° FoV 
per pixel, 10 MHz 

3.4 m segmented mirror 
(aluminum alloy, glass)

UV transmitting 
filter, corrector 
lens, safety curtain



Central data acquisition building
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Supporting instruments

• 0.1-100 EeV equivalent 


• Autonomous Operation 
Vertical and Steering


• GPS Timing


• Hourly Monitoring of FD


• Aerosol content 

Central Laser Facility 
(includes Raman Lidar)

Extreme Laser Facility


Lidar


Weather stations

Laser facilities

FRAM – F/Photometric Robotic Atmospheric Monitor 


Cloud Cameras

IR cloud 
cameras


Raman Lidar




Science highlight: dipole anisotropy
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Large-scale anisotropy (Auger data)
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Combination of vertical and inclined showers
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5 EeV

2 EeV

gal. coordinates

(l,b) = (233�,�13�)

Expected if cosmic rays diffuse to Galaxy from 
sources distributed similar to near-by galaxies 
(Harari, Mollerach PRD 2015, 2016) 

Deflection of dipolar pattern due to  
Galactic magnetic field 

Strong indication for extragalactic origin

E > 8⇥1018 eV

Arrival directions follow mass distribution of 
near-by galaxies: extragalactic origin of sources

Galactic center

Estimated deflection in 
galactic mag. field
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Figure 6. Comparison of the dipole amplitude as a function of energy with predictions from models (Harari et al. 2015) with

mixed composition and a source density ⇢ = 10
�4

Mpc
�3

. Cosmic rays are propagated in an isotropic turbulent extragalactic

magnetic field with rms amplitude of 1 nG and a Kolmogorov spectrum with coherence length equal to 1 Mpc (with the results

having only mild dependence on the magnetic-field strength adopted). The gray line indicates the mean value for simulations

with uniformly distributed sources, while the blue one shows the mean value for realizations with sources distributed as the

galaxies in the 2MRS catalog. The bands represent the dispersion for di↵erent realizations of the source distribution. The steps

observed reflect the rigidity cuto↵ of the di↵erent mass components.

Regarding the possible origin of the dipolar CR anisotropy, we note that the relative motion of the observer with
respect to the rest frame of cosmic rays is expected to give rise to a dipolar modulation of the flux, known as the
Compton–Getting e↵ect (Compton & Getting 1935). For particles with a power-law energy spectrum d�/dE / E�� ,
the resulting dipolar amplitude is dCG = (v/c)(� + 2), with v/c the velocity of the observer normalized to the speed
of light. In particular, if the rest frame of the cosmic rays were the same as that of the cosmic microwave background,
the dipole amplitude would be dCG ' 0.006 (Kachelriess & Serpico 2006), an order of magnitude smaller than the
observed dipole above 8 EeV. Thus, the Compton–Getting e↵ect is predicted to give only a sub-dominant contribution
to the dipole measured for energies above 8 EeV.
Plausible explanations for the observed dipolar-like distribution include the di↵usive propagation from the closest

extragalactic source(s) or that it be due to the inhomogeneous distribution of the sources in our cosmic neighborhood
(Giler et al. 1980; Berezinsky et al. 1990; Harari et al. 2014, 2015). The expected amplitude of the resulting dipole
depends in these cases mostly on the number density of the source distribution, ⇢, with only a mild dependence on the
amplitude of the extragalactic magnetic field. For homogeneous source distributions with ⇢ ⇠ (10�5 � 10�3) Mpc�3,
spanning the range between densities of galaxy clusters, jetted radio-galaxies, Seyfert galaxies and starburst galaxies,
the dipole amplitude turns out to be at the level of few percent at E ⇠ 10 EeV, both for scenarios with light (Harari
et al. 2014) and with mixed CR compositions (Harari et al. 2015). A density of sources smaller by a factor of ten leads
on average to a dipolar amplitude larger by approximately a factor of two. An enhanced anisotropy could result if the
sources were to follow the inhomogeneous distribution of the local galaxies, with a dipole amplitude larger by a factor
of about two with respect to the case of a uniform distribution of the same source density. The expected behavior is
exemplified in Figure 6 where we have included the observed dipole amplitude values together with the predictions
from Harari et al. (2015) for a scenario with five representative mass components (H, He, C, Si and Fe) having an E�2

spectrum with a sharp rigidity cuto↵ at 6 EV and adopting a source density ⇢ = 10�4 Mpc�3 (ignoring the e↵ects of
the Galactic magnetic field). The data show indications of a growth in the amplitude with increasing energy that is
similar to the one obtained in the models. Note that this kind of scenario is also in line with the composition favored
by Pierre Auger Observatory data (The Pierre Auger Collaboration 2017c).
Regarding the direction of the dipolar modulation, it is important to take into account the e↵ect of the Galactic

magnetic field on the trajectories of extragalactic cosmic rays reaching the Earth.4 The facts that the Galactic magnetic

4 These deflections can not only lead to a significant change in the dipole direction and in its amplitude, but they also generate some
higher order harmonics even if pure dipolar modulation is only present outside the Galaxy (Harari et al. 2010).

Energy-dependence of amplitude (ApJ 2018)

6.5% dipole at 5.2 sigma 
Science 357 (2017) 1266 
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Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB, IR

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CM

Greisen-Zatsepin-Kuzmin (GZK) effect
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Combined fit of the energy spectrum and mass composition across the ankle Eleonora Guido

di�erent mass groups have small overlap and the composition becomes heavier as the energy
increases. The estimated non-negligible Fe fraction at the sources is actually required only by the
energy spectrum fit, since it contributes at the highest energies where the mass composition data
are not available, as already noted in [17].

3. E�ect of the experimental systematic uncertainties

The systematic uncertainties of instrumental origin a�ect both the energy and the -max mea-
surements. The uncertainty on the energy scale is assumed to be �⇢/⇢ = 14% in the whole
considered energy range [18]. For the -max scale we consider an asymmetric and slightly energy-
dependent uncertainty, ranging from 6 to 9 g cm�2 [13]. An additional systematic e�ect could also
arise from the uncertainties on the -max resolution and acceptance parameters [13], but we verified
that their impact on the fit results is here negligible.

�-max �⇢/⇢ ⇡� ⇡-max ⇡

-14% 52.5 578.3 630.9
�1fsyst 0 71.7 595.2 666.9

+14% 64.9 609.3 674.2
-14% 53.5 581.3 634.8

0 0 60.1 554.8 614.9
+14% 70.6 548.8 619.5
-14% 79.1 714.2 793.3

+1fsyst 0 80.8 555.4 736.2
+14% 82.4 615.7 698.2

Table 3: The e�ect on the deviance of the
±1 fsyst shifts in the energy and -max scales.

.

Following the same approach used in [2], we take
into account the uncertainty on the energy scale and on
the -max scale by shifting all the measured energies and
-max values by one systematic standard deviation in each
direction. We consider all the possible combinations of
these shifts and their e�ect on the deviance value is sum-
marised in Tab. 3. The dominant e�ect in terms of predic-
tions at Earth is the one arising from the -max uncertainty;
as for the estimated best fit parameters, they are not much
modified when the experimental systematic uncertainties
are considered.

The maximal variations on the predicted fluxes at Earth, obtained by considering all the
configurations of Tab. 3, are shown in Fig. 3. The rather large uncertainty on the predicted total
fluxes (brown band) is due to the ±14% shifts in the energy scale, but it significantly a�ects only

Figure 3: Left: the combined e�ect of the experimental uncertainties on the energy spectrum. Right: the e�ect on
the relative abundances at the top of atmosphere. The uncertainties are considered by shifting the energies and/or the
-max distributions of 1 fsyst in both directions, as shown in Tab. 3. The bands represent the maximal variations induced
by considering all the possible combinations of shifts. The shaded area in the right plot indicates the region where the
-max measurements are grouped in one single energy bin because of the low statistics and thus the mass composition
predictions are mainly driven by the energy spectrum fit.

5Eleonora Guido Combined fit of the energy spectrum and mass composition across the ankle6

Effect of the systematic uncertainties

Energy scale:   
Xmax scale: 

σsys(E)/E = 14 %
σsys(Xmax) = 6 ÷ 9 g cm−2

Combined fit of the energy spectrum and mass composition across the ankle Eleonora Guido

Figure 3: Left: the combined e�ect of the experimental uncertainties on the energy spectrum. Right: the
e�ect on the relative abundances at the top of atmosphere. The uncertainties are considered by shifting the
energies and/or the -max distributions of 1 fsyst in both directions, as shown in Tab. 3. The bands represent
the maximal variations induced by considering all the possible combinations of shifts. The shaded area in
the right plot indicates the energy region where no mass composition information is available and thus the
predictions are only extrapolated from the energy spectrum fit.

4. E�ect of the uncertainties from models

We also investigate the impact on the fit results of changing the propagation models and the
hadronic interaction model. In all the cases we repeat the fit considering di�erent combinations of
propagation models, labelled as ’XY’ according to Tab. 1. The results thus obtained are written in
Tab. 5 and their e�ect on the predicted fluxes at Earth is shown in Fig. 4.

As concerns the hadronic interaction model, we verified that QGSJetIIv4 cannot properly
describe our data and is thus excluded from this analysis. Since we want to keep open the option
that our data are better described by an intermediate model between EPOS-LHC and Sibyll2.3d
instead of exactly one of them, we introduce an additional nuisance parameter XHIM, limited
between 0 and 1, which defines the value of each HIM-dependent Gumbel parameter as ? =
XHIM · ?EPOS + (1 � XHIM) · ?Sibyll. The introduction of XHIM leads to an additional deviance term
⇡HIM = (XHIM � 0.5)2/(0.5)2.

TG PG TD PD
LE HE LE HE LE HE LE HE

W 3.49 ± 0.02 �1.98 ± 0.10 3.48 ± 0.04 �1.9 ± 0.2 3.66 ± 0.05 �0.93 ± 0.09 3.51 ± 0.06 �0.86 ± 0.10
log10 ('cut/V) 24 (lim.) 18.16 ± 0.01 24 (lim.) 18.16 ± 0.02 18.04 ± 0.04 18.23 ± 0.01 17.95 ± 0.06 18.21 ± 0.01
�H (%) 49.87 $ (10�7) 49.39 0.44 44.17 0.38 40.85 $ (10�9)
�He (%) 10.92 28.60 14.52 49.29 7.45 20.21 14.64 47.99
�N (%) 36.25 69.05 33.28 43.84 45.17 73.80 39.57 38.29
�Si (%) $ (10�6) 7.32 $ (10�7) 4.64 $ (10�5) 2.91 $ (10�6) 11.15
�Fe (%) 2.96 2.35 2.80 1.78 3.21 2.69 4.94 2.58
XHIM 1.0 (lim.) 0.94 ± 0.17 0.92 ± 0.15 0.86 ± 0.13
⇡HIM 1.0 0.78 0.69 0.52
⇡� (#� ) 60.1 (24) 51.9 (24) 44.3 (24) 51.7 (24)
⇡-max (#-max ) 555.8 (329) 564.8 (329) 587.5 (329) 593.2 (329)
⇡tot (# ) 615.9 (353) 616.7 (353) 631.8 (353) 645.0 (353)

Table 5: Best fit results obtained by using di�erent combinations of propagation models. The uncertainty
due to the hadronic interaction model choice is considered by fitting the nuisance parameter XHIM.

For all the considered combinations of propagation models our data appear to be better described
by either EPOS-LHC or intermediate models compatible with it. The lowest deviance is obtained in

6
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Figure 3: Left: the combined e�ect of the experimental uncertainties on the energy spectrum. Right: the
e�ect on the relative abundances at the top of atmosphere. The uncertainties are considered by shifting the
energies and/or the -max distributions of 1 fsyst in both directions, as shown in Tab. 3. The bands represent
the maximal variations induced by considering all the possible combinations of shifts. The shaded area in
the right plot indicates the energy region where no mass composition information is available and thus the
predictions are only extrapolated from the energy spectrum fit.
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We also investigate the impact on the fit results of changing the propagation models and the
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propagation models, labelled as ’XY’ according to Tab. 1. The results thus obtained are written in
Tab. 5 and their e�ect on the predicted fluxes at Earth is shown in Fig. 4.

As concerns the hadronic interaction model, we verified that QGSJetIIv4 cannot properly
describe our data and is thus excluded from this analysis. Since we want to keep open the option
that our data are better described by an intermediate model between EPOS-LHC and Sibyll2.3d
instead of exactly one of them, we introduce an additional nuisance parameter XHIM, limited
between 0 and 1, which defines the value of each HIM-dependent Gumbel parameter as ? =
XHIM · ?EPOS + (1 � XHIM) · ?Sibyll. The introduction of XHIM leads to an additional deviance term
⇡HIM = (XHIM � 0.5)2/(0.5)2.

TG PG TD PD
LE HE LE HE LE HE LE HE

W 3.49 ± 0.02 �1.98 ± 0.10 3.48 ± 0.04 �1.9 ± 0.2 3.66 ± 0.05 �0.93 ± 0.09 3.51 ± 0.06 �0.86 ± 0.10
log10 ('cut/V) 24 (lim.) 18.16 ± 0.01 24 (lim.) 18.16 ± 0.02 18.04 ± 0.04 18.23 ± 0.01 17.95 ± 0.06 18.21 ± 0.01
�H (%) 49.87 $ (10�7) 49.39 0.44 44.17 0.38 40.85 $ (10�9)
�He (%) 10.92 28.60 14.52 49.29 7.45 20.21 14.64 47.99
�N (%) 36.25 69.05 33.28 43.84 45.17 73.80 39.57 38.29
�Si (%) $ (10�6) 7.32 $ (10�7) 4.64 $ (10�5) 2.91 $ (10�6) 11.15
�Fe (%) 2.96 2.35 2.80 1.78 3.21 2.69 4.94 2.58
XHIM 1.0 (lim.) 0.94 ± 0.17 0.92 ± 0.15 0.86 ± 0.13
⇡HIM 1.0 0.78 0.69 0.52
⇡� (#� ) 60.1 (24) 51.9 (24) 44.3 (24) 51.7 (24)
⇡-max (#-max ) 555.8 (329) 564.8 (329) 587.5 (329) 593.2 (329)
⇡tot (# ) 615.9 (353) 616.7 (353) 631.8 (353) 645.0 (353)

Table 5: Best fit results obtained by using di�erent combinations of propagation models. The uncertainty
due to the hadronic interaction model choice is considered by fitting the nuisance parameter XHIM.

For all the considered combinations of propagation models our data appear to be better described
by either EPOS-LHC or intermediate models compatible with it. The lowest deviance is obtained in
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A = 1 
1 < A < 5 

4 < A < 23  
22 < A < 39 
38 < A < 57 

Experimental systematic uncertainties:

• Large band around the total flux due to the energy scale uncertainty 
→ impact mainly on the estimated J0 (and emissivity of sources)  

• The strongest impact on the predictions is the one from the Xmax scale

Systematic uncertainties from models:

Hadronic interaction model: Sibyll2.3d/EPOS-LHC/intermediate models 
(with a nuisance parameter)
Propagation models: Talys/PSB; Gilmore/Dominguez 
(fit repeated considering different model configurations)

• EPOS-LHC or models compatible with it are 
always preferred
→ HIM choice: stronger impact on D 
and on the predictions at Earth

The dominant effect on the the predicted fluxes and on the 
deviance is the one from the experimental uncertainties

Combined fit of the energy spectrum and mass composition across the ankle Eleonora Guido

Figure 4: Left: the e�ect of the uncertainties from models on the energy spectrum. Right: the e�ect on the relative
abundances at the top of atmosphere. The bands represent the maximal variations given by the results in Tab. 4.

5. Source evolution

All the results presented in the previous sections are obtained by assuming no cosmolog-
ical evolution for the populations of extragalactic sources. We perform the fit also assuming
three di�erent evolution scenarios: we consider a SF-like [18] evolution, an AGN-like one [19],
which have a positive source evolution for I < 1 (< = 3.5 and < = 5, respectively), and a
TDE-like evolution with < = �3 for small I [20]. Since there is no physical reasons to as-
sume that the two populations of sources have the same cosmological evolution, all the possible
combinations are considered and the results in terms of total deviance are summarised in Fig. 5.

Figure 5: Deviance as a function of the
cosmological evolution of the two popula-
tions.

In the case of the LE component, a positive (negative) evolu-
tion produces a hardening (softening) of the energy spectrum
at the sources to compensate the larger amount of low (high)
energy particles. As for the HE component, the cosmologi-
cal evolution e�ect is balanced by the interplay between the
modification of the energy spectrum at the sources and/or the
adjustment of the rigidity cuto� of the LE component. If the
HE population has a strong positive evolution (e.g. < = 5), the
hardening of the energy spectrum at the sources is not enough
to compensate the increased amount of low-energy particles,
hence the LE component is suppressed below ⇠ 1018 eV to
attempt the description of the whole energy range with the HE component alone; the deviances are
very high, so that such scenarios are excluded by our data at high significance. In all the other
scenarios, the impact on the fit results is within the systematic uncertainties e�ect, so it is more
di�cult to draw a conclusion about a favoured configuration. However, when we consider the values
< = 0, 3.5 for the HE component and < = �3, 0 for the LE one, we obtain the lowest deviances.

6. Conclusions

In this study we performed a combined fit of the energy spectrum and mass composition data
from ⇠ 6 · 1017 eV. The region above the ankle is described by an extragalactic component ejected
at the sources with a very hard energy spectrum (W < 0), a rather low rigidity cuto� and a mass
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Upgrade of Auger Observatory – AugerPrime
The Pierre Auger Observatory UpgradePreliminary Design Report

April 28, 2015

Organization: Pierre Auger Collaboration

OBSERVATORY

Observatorio Pierre Auger,
Av. San Martı́n Norte 304,
5613 Malargüe, Argentina

Preliminary Design 
Report April 2015

International Agree-

ment Nov. 2015

Science Case Review

2013/2014



Upgrade of the Observatory – AugerPrime
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Physics motivation 

- Composition measurement 
up to 1020 eV


- Composition selected anisotropy

- Particle physics with air showers

- Much better understanding of 

new and old data

Components of AugerPrime 

- 3.8 m2 scintillator panels (SSD)

- New electronics (40 MHz -> 120 MHz)

- Small PMT (dynamic range WCD)

- Radio antennas for inclined showers

- Underground muon counters 

(750 m array, 433 m array)

- Enhanced duty cycle of fluorescence tel.

radio

μComposition sensitivity
with 100% duty cycle

(AugerPrime design report 1604.03637)



Progress of AugerPrime deployment

18

 630 detectors completed, radio antennas to follow in 2023 

Status 2022-10-16



                          Isabelle Lhenry-Yvon, OnLine Collaboration Meeting , March 2021 �7

Check of the 6T5 event rate in 1500m array (weather corrected) 

- The decay  that had stopped between 2012 and 2016 is starting again since 2016 (checks 
on PMT needed in LTP)

-  THE good news is that the rate above 2 EeV  (energy of the correction) is still stable 

Data taking and deployment – local staff in Malargue

19

Remote control rooms

(distributed over continents)

31 Staff in Malargue

Jan 2004

Event rate E > 3x1018 eV

FD Performance (on-time)

F.Salamida

 http://paomon.physik.uni-wuppertal.de/UpTime

On-time root files 
available till March 
2022
Thanks to Julian 
for taking care of 
the update

Scheduled DAQ:
●moon fraction 

below 70% 
●moon below the 

horizon for more 
than 3 hours 

8



The Auger Observatory in numbers
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Argentina

Australia

Belgium

Brasil

Colombia

Czech Republic    

France

Germany

Italy

Mexico

Netherlands

Peru

Poland

Portugal

Romania

Slovenia

Spain

USA

Planning phase: 1992 – 1996

Prototyping (engineering array): 1992 – 2002

Construction: 2003 – 2008

Data taking (Phase I): 2004 – 2021 

Planning of upgrade: 2015 – 2018

Construction of upgrade: 2019 – 2023

Data taking (Phase II): beyond 2030

About 400 scientists from more than 90 institutes of 18 countries

Initial construction: ~ 53 MUSD (WBS) 
Upgrade (AugerPrime): ~ 16 MUSD 
Operating costs (annual): ~ 1.7 MUSD 

8

Auger Top 10 in INSPIRE 
(by citations) 

PAPER INSPIRE
(12/03/2022)

APJ 2017 (Multimessenger) 2304

NIM 2004 (Engineering Array) 890

PRL 2008 (Spectrum) 781

Science 2007 (VCV) 752

NIM 2015 (Auger Observatory) 676

PRL 2010 (Xmax) 644

PLB 2010 (Spectrum) 589

APP 2008 (VCV correlation) 496

NIM 2010 (Fluorescence Detector) 431

APP 2010 (VCV update) 426

PRD 2014 Part I (Xmax) 410

22,343 Citations,
10,933 without
self-citations

112 Auger papers published
(cumulative up to 13 March 2022)

2
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Auger PhD students (doctoral researchers)
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Thesis number by country (green: finished)

Thesis number by year

Large impact in field: new 
generation of skilled scientists

Total number of PhD theses: 469 
already defended: 386 

ongoing: 83



An invitation: Auger Open Data

22

5

The Open Data

https://opendata.auger.org

DOI:10.5281/zenodo.4487613

Aim: re-use by a wider community 

including professional and citizen scientists and 
in educational and outreach initiatives

The February 2021 release

10% of data used for physics results presented at ICRC2019

Close-to-raw data & higher level 
reconstructed info

Surface and Fluorescence Detectors

JSON and summary CSV files

Event visualization tools

Python code for data analysis

Currently 10% of Auger vertical data 
Research-level data in JSON format 
Online visualization of events 
Data analysis scripts for science plots

You are welcome to use this data


If you have a great idea what to look 
for we can work with you to apply 
your analysis also to the full data set

opendata.auger.org

http://opendata.auger.org


Impact in local area (Malargue) and Argentina

23

Resultados colaterales
Soporte a actividades geología, espacial, meteorología

Centro de Visitantes (más de 100.000 visitantes) – Motivación de jóvenes por ciencia
Feria de Ciencias del Observatorio Pierre Auger 
Soporte a escuelas locales 
Idiomas

Planetario 

Antena Deep Space 3

Becas Michigan Tech University 

TRACTION give more visibility to 
the Observatory

identify new ideas and 
resources

organize the activities 
along the year 

01

02

03

invite collaborators as 
volunteers for specific actions04

2001-2021 Statistics of Visitors

05/06/22  

                  

visítanos: 

www.auger.org
www.auger.org.ar

(también fb & twitter)
 

OBSERVATORIO PIERRE AUGER 

Planetarium

Deep Space 3

Jim Cronin School

Science Fair

 Visitor Center > 100,000 guests! 
Honorable Senatorship



Backup slides
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The Pierre Auger Collaboration in March 2021
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Upper Limits to the UHE photon -ux

12P. Savina for the Pierre Auger Collabora�on – July 2021 – ICRC2021 – Cosmic Ray Indirect (CRI) 

PRELIMINARY

D
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ft

Composition Sky Map

Map compares hXmaxi of events
within 30� of each bin to

the rest of the sky

Red: lower mass than rest of sky
Blue: higher mass than rest of sky

• TS is Welch’s T-Test applied to in-

and out-of-hat X 0
max distributions

(Welch 1938)

• Detector/analysis e↵ects corrected for

by event arrival declination
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Indication of a mass-dependent anisotropy above 1018.7 eV – CRI 630 – July 13th @ 18 00 CEST 13

UHECR sky > 32 EeV from the Pierre Auger Observatory

M83

Cen A

NGC 4945

Anisotropy search in the toe region with Auger phase 1 data spanning 2004-2020 (17 years!)
~4σ from search in Centaurus region, confirmed by catalog-based searches.

Largest signal from starburst galaxies but no compelling evidence for catalog preference

For all these searches: most significant signal at Eth = 38-41 EeV on top-hat scale 𝚿 = 23-27° with signal fraction α = 5-15%

Evolution of signal: compatible with linear growth within expected variance, 5σ reach expected in 2025-30 

Most important evidence for UHECR anisotropy around the toe from a single observatory → UHECR source ID is near?

Jonathan Biteau – ICRC 2021 / CR Anisotropies – 2021.07.15
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Figure 1: Exposure of SD and FD measurements to cosmic ray showers as a function of energy (left) and
calibration functions of the SD energy estimators to the energies reconstructed by the FD (right).

1500 m array is covered by a denser array with a spacing of 750 m. Their spacings and areas are
chosen according to the energy ranges probed by the two arrays. Individual SD stations utilize the
water–Cherenkov technique of particle detection, thus they are sensitive to both the electromagnetic
(EM) and muonic components of showers.

The 1500 m array is sensitive to cosmic ray showers with incident zenith angles up to 80�,
but showers with zenith angles above 60� (so-called "inclined" showers) are reconstructed with a
di�erent method [3] to those at lower zenith angles ("vertical" showers) [4, 5]. This is mandatory
because for inclined showers the signal is dominated by muons that are deflected in the geomagnetic
field producing an asymmetric footprint on the ground. For events with zenith angles below 60�,
dominated by EM particles, this e�ect is negligible. The 1500 m array is fully e�cient in the
detection of showers, regardless of the primary mass composition, above 2.5 EeV and 4 EeV in the
case of vertical and inclined reconstruction, respectively.

The array with 750 m spacing is designed to measure at lower energies, and is fully e�cient
from 0.1 EeV, assisted by an additional set of dedicated triggers [6, 7].

The aperture of all SD methods is calculated geometrically by summing the contributions from
individual hexagonal cells under operation. With the use of a monitoring database, we then obtain
the exposure as an integral of the aperture in time. Thus the exposure of SD measurements is
independent of energy and is depicted in the left panel of Fig. 1 for all three SD methods.

The energy estimate for the SD array (⇢SD) is obtained by means of a calibration procedure
based on coincident SD and FD measurements. Events detected by both detectors can be used to
obtain a relation between the SD energy estimator (⌃ in the following) and the FD energy. This is
performed using the calibration function ⇢FD = �⌃⌫, where ⇢FD is the energy obtained with the
FD, and � and ⌫ are calibration parameters.

The energy estimators in the reconstruction of vertical showers are parameters (38 and (35 for
the SD 1500 m and SD 750 m measurements, respectively. These parameters are corrected for the
average shower size attenuation in the atmosphere using the constant intensity cut method [4]. In the
case of inclined reconstruction, the corresponding energy estimator is #19, the scaling factor of the
two dimensional muon density map on the ground used to fit the signal recorded by the SD [3]. The

3
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Combined fit of the energy spectrum and mass composition across the ankle Eleonora Guido

di�erent mass groups have small overlap and the composition becomes heavier as the energy
increases. The estimated non-negligible Fe fraction at the sources is actually required only by the
energy spectrum fit, since it contributes at the highest energies where the mass composition data
are not available, as already noted in [17].

3. E�ect of the experimental systematic uncertainties

The systematic uncertainties of instrumental origin a�ect both the energy and the -max mea-
surements. The uncertainty on the energy scale is assumed to be �⇢/⇢ = 14% in the whole
considered energy range [18]. For the -max scale we consider an asymmetric and slightly energy-
dependent uncertainty, ranging from 6 to 9 g cm�2 [13]. An additional systematic e�ect could also
arise from the uncertainties on the -max resolution and acceptance parameters [13], but we verified
that their impact on the fit results is here negligible.

�-max �⇢/⇢ ⇡� ⇡-max ⇡

-14% 52.5 578.3 630.9
�1fsyst 0 71.7 595.2 666.9

+14% 64.9 609.3 674.2
-14% 53.5 581.3 634.8

0 0 60.1 554.8 614.9
+14% 70.6 548.8 619.5
-14% 79.1 714.2 793.3

+1fsyst 0 80.8 555.4 736.2
+14% 82.4 615.7 698.2

Table 3: The e�ect on the deviance of the
±1 fsyst shifts in the energy and -max scales.

.

Following the same approach used in [2], we take
into account the uncertainty on the energy scale and on
the -max scale by shifting all the measured energies and
-max values by one systematic standard deviation in each
direction. We consider all the possible combinations of
these shifts and their e�ect on the deviance value is sum-
marised in Tab. 3. The dominant e�ect in terms of predic-
tions at Earth is the one arising from the -max uncertainty;
as for the estimated best fit parameters, they are not much
modified when the experimental systematic uncertainties
are considered.

The maximal variations on the predicted fluxes at Earth, obtained by considering all the
configurations of Tab. 3, are shown in Fig. 3. The rather large uncertainty on the predicted total
fluxes (brown band) is due to the ±14% shifts in the energy scale, but it significantly a�ects only

Figure 3: Left: the combined e�ect of the experimental uncertainties on the energy spectrum. Right: the e�ect on
the relative abundances at the top of atmosphere. The uncertainties are considered by shifting the energies and/or the
-max distributions of 1 fsyst in both directions, as shown in Tab. 3. The bands represent the maximal variations induced
by considering all the possible combinations of shifts. The shaded area in the right plot indicates the region where the
-max measurements are grouped in one single energy bin because of the low statistics and thus the mass composition
predictions are mainly driven by the energy spectrum fit.

5

Large-scale and multipolar anisotropies at the Pierre Auger Observatory R. M. de Almeida

⇢ (EeV) # 3? 3I 3 U3 [�] X3 [�] P(� AU1 )
4-8 106, 290 0.01+0.006

�0.004 �0.012 ± 0.008 0.016+0.008
�0.005 97 ± 29 �48+23

�22 1.4 ⇥ 10�1

8-16 32, 794 0.055+0.011
�0.009 �0.03 ± 0.01 0.063+0.013

�0.009 95 ± 10 �28+12
�13 3.1 ⇥ 10�7

16-32 9, 156 0.072+0.021
�0.016 �0.07 ± 0.03 0.10+0.03

�0.02 81 ± 15 �43+14
�14 7.5 ⇥ 10�4

�8 44, 398 0.059+0.009
�0.008 �0.042 ± 0.013 0.073+0.011

�0.009 95 ± 8 �36+9
�9 5.1 ⇥ 10�11

�32 2, 448 0.11+0.04
�0.03 �0.12 ± 0.05 0.16+0.05

�0.04 139 ± 19 �47+16
�15 1.0 ⇥ 10�2

Table 1: 3D dipole reconstruction. Shown are the number of events # , dipole components in the equatorial
plane 3? and along the rotation axis of the Earth 3I , the total 3D amplitude 3, dipole direction (U3 , X3) and
the probability to get a larger amplitude of AU1 from fluctuations of an isotropic distribution.

Right Ascension [degrees]

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

N
or

m
al

iz
ed

 ra
te

s

050100150200250300350

Data E > 8  EeV

Rayleigh analysis

Figure 1: Left panel:. Distribution of the normalized rate of events with energy above 8 EeV as a function
of the right ascension. The first-harmonic modulation obtained through the Rayleigh analysis is shown by a
black solid line. Right panel: Map of the flux of cosmic rays above 8 EeV in equatorial coordinates averaged
on top-hat windows of 45� radius. The location of the Galactic plane is shown with a dashed line and the
Galactic center is indicated with a star.

bin, averaged on top-hat windows of 45� radius is presented in the right panel of the same figure83

in equatorial coordinates. The dipole direction points ⇠ 115� away from the direction of the84

Galactic centre indicating an extragalactic origin for these cosmic rays, in agreement with previous85

publications [6, 7].86

The dipole amplitudes as a function of energy are presented in the left panel of Fig. 2. The87

evolution can be described as done in [6] by 3 = 310(⇢/10 EeV)V with 310 = 0.050 ± 0.007 and88

V = 0.98 ± 0.15. The reconstructed direction of the dipolar anisotropy for the di�erent energy bins89

is shown in the right panel of Fig.2 with corresponding 68% C.L. contours of equal probability per90

unit solid angle, marginalized over the dipole amplitude. There is no clear trend in the change of91

the dipole direction as a function of energy considering the present accuracy. The growth of the92

dipole amplitude as a function of energy can be a consequence of the larger relative contribution93

from nearby sources to the flux at higher energies with respect to the integrated flux from the94

more distant and isotropically distributed sources [10–18]. This suppression in the flux of sources95

at larges distances is expected to result from the interaction of UHECRs with the background96

radiation [19, 20]. Interpretation of the reconstructed dipole directions for the di�erent energy97

bins requires taking into account the magnetic deflections of the particles during their trajectory98

4

Phase I: 
- Exposure 80,000 km2 sr yr (vertical, highest quality), 

up to 120,000 km2 sr yr (loose cuts, combined)

- Change of composition established

- Composition tightly linked to hadronic interactions 

- Anisotropy observations very promising

- Increasingly consistent picture is emerging 

Phase II: 
- Upgrade AugerPrime in progress

- Additional exposure 40,000 km2 sr yr (vertical) expected

- Enhanced composition and hybrid information

- Re-analysis of all data planned
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Measurement of proton-air cross section
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Difficulties
• mass composition 
• fluctuations in shower development 

(model needed for correction) 

(Auger PRL 109, 2012; Telescope Array PRD 92, 2015)
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Multi-messenger astrophysics with gravitational waves
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The 90% credible intervals(Veitch et al. 2015; Abbott et al.
2017e) for the component masses (in the m m1 2. convention)
are m M1.36, 2.261 Î :( ) and m M0.86, 1.362 Î :( ) , with total
mass M2.82 0.09

0.47
-
+

:, when considering dimensionless spins with

magnitudes up to 0.89 (high-spin prior, hereafter). When the
dimensionless spin prior is restricted to 0.05- (low-spin prior,
hereafter), the measured component masses are m 1.36,1 Î (

M1.60 :) and m M1.17, 1.362 Î :( ) , and the total mass is

Figure 2. Joint, multi-messenger detection of GW170817 and GRB170817A. Top: the summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for
GRB170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS data. The background estimate from Goldstein et al. (2016) is overlaid in red.
Second: the same as the top panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with the energy range starting approximately at 100 keV and
with a high energy limit of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by coherently combining LIGO-Hanford and LIGO-
Livingston data. All times here are referenced to the GW170817 trigger time T0

GW.

3

The Astrophysical Journal Letters, 848:L13 (27pp), 2017 October 20 Abbott et al.

Publication 16 Oct 2017 in ApJL 
70 collaborations, 953 Institutes, 3500+ Autoren 
Auger: limits on neutrinos (and photons)



Arrival direction distribution (E > 6 x 1019 eV)
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17 July 2017                                   J.N. Matthews                              35th ICRC, Busan, S.Korea 38

(D=20Mpc)

Virgo Cluster
(D=20Mpc)

Nearby Galaxy Clusters
Ursa Major Cluster

Perseus-Pisces
Supercluster
(D=70Mpc)

Eridanus
Cluster
(D=30Mpc)

Fornax Cluster
Centaurus
Supercluster (D=60Mpc)

Huchra, et al, ApJ, (2012)
Dots : 2MASS catalog Heliocentric velocity <3000 km/s (D<~45MpC)

TA hotspot is found near the Ursa Major Cluster
TA & PAO see no excess in the direction of Virgo.

Supergalactic 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Distance ranges and matter distribution in the Universe
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Anisotropy searches at highest energies – catalogs
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UHECR sky > 32 EeV from the Pierre Auger Observatory

M83

Cen A

NGC 4945

Anisotropy search in the toe region with Auger phase 1 data spanning 2004-2020 (17 years!)
~4σ from search in Centaurus region, confirmed by catalog-based searches.

Largest signal from starburst galaxies but no compelling evidence for catalog preference

For all these searches: most significant signal at Eth = 38-41 EeV on top-hat scale 𝚿 = 23-27° with signal fraction α = 5-15%

Evolution of signal: compatible with linear growth within expected variance, 5σ reach expected in 2025-30 

Most important evidence for UHECR anisotropy around the toe from a single observatory → UHECR source ID is near?

Jonathan Biteau – ICRC 2021 / CR Anisotropies – 2021.07.15

A
pJL 2018

IC
R

C
 2019

IC
R

C
 2019

A
pJL 2018

Catalog-based searches

8

Best-fit parameters and threshold energy
Fit of attenuated flux pattern + isotropy to data with variable signal fraction and smoothing scale above Eth = {32, 33, …, 80} EeV 
For all four catalogs: most significant signal at Eth = 38-41 EeV on top-hat scale 𝚿 = 23-27° with signal fraction α = 6-15%
Post-trial deviation from isotropy: from 3.1σ (jetted AGN) up to 4.0σ (starbursts). 

Evolution of signal with exposure
Starbursts significance: 4.0σ in ApJL 2018, 4.5σ at ICRC2019 (similar α, 𝚿 above 38-41 EeV). 
Compatible with linear growth within expected variance 

Stronger a priori: the Centaurus region

Motivation 
Early-day flagging of Centaurus region (7% current exposure)  

Crowded area in the Council of Giants (3-6 Mpc)

Method & Result
Direction fixed to that of Cen A, free Eth and 𝚿 

Eth > 41 EeV, 𝚿 = 27°: 3.9σ post-trial deviation from isotropy (5% excess)

20°

M83

Cen A

NGC 4945

Auger, Science 2007

6

UHECR sky > 32 EeV viewed from the Pierre Auger Observatory Jonathan Biteau

Catalog ⇢th [EeV]  [deg] U [%] TS Post-trial ?-value
All galaxies (IR) 40 24+16

�8 15+10
�6 18.2 6.7 ⇥ 10�4

Starbursts (radio) 38 25+11
�7 9+6

�4 24.8 3.1 ⇥ 10�5

All AGNs (X-rays) 41 27+14
�9 8+5

�4 19.3 4.0 ⇥ 10�4

Jetted AGNs (W-rays) 40 23+9
�8 6+4

�3 17.3 1.0 ⇥ 10�3

Table 2: The results of the searches for anisotropies against catalogs. The second to fourth columns provide
the threshold energy, the equivalent top-hat radius and the signal fraction maximizing the local TS, or
post-trial ?-value, shown in the fifth and sixth columns.

on the analysis results. The catalogs are fully complementary: 2MASS infrared observations of
“all” galaxies provide, through stellar mass, a deep view on integrated star-formation activity; radio
observations of bright starburst galaxies provide a more instantaneous view on ongoing starforming
activity; X-ray observations provide a census of “all” active galaxies, be they jetted or non-jetted;
W-ray observations finally focus on a sub-sample of jetted active galaxies.

To determine whether the flux patterns from these catalogs contribute to the anisotropy in the
toe region, we perform an unbinned maximum-likelihood ratio test [8] between the null hypothesis,
isotropy, and the test hypothesis, that is a catalog contribution added to an isotropic component,
where both hypotheses account for the exposure of the Observatory. The flux of each source is
weighted according to the UHECR attenuation expected from the best-fit model of the spectral and
composition data from [13]. The overall UHECR flux contribution of the catalog is normalized to
a free amplitude U (that of the isotropic component is 1-U) and the catalog flux pattern is smoothed
with a Fisher - von Mises function on a Gaussian angular scale, \. The local test statistic, TS,
corresponding to the maximum likelihood ratio is shown as a function of energy threshold in Fig. 2,
right. The TS profiles of the catalogs display an energy dependence similar to that observed in
the Centaurus region, obtained by profiling the pre-trial ?-value in Fig. 2, left, and penalizing for
the scan over the angular scale. As reported in Table 2, the signal is maximal for all four catalogs
above an energy threshold close to 40 EeV. For the sake of comparison with other results, the best-fit
Gaussian angular scales are converted to equivalent top-hat radii as  = 1.59⇥ \ [17], with best-fit
values at  ⇡ 25�. The signal fractions range from 6 to 15%. The local TS range between 17 and
25, yielding post-trial ?-values between 10�3 (3.1f) and 3 ⇥ 10�5 (4.0f), accounting for the scan
in energy threshold and the two free parameters (U, \).

Although similar parameters are inferred for the four catalogs, the TS and corresponding
post-trial ?-values show marked di�erences. A quantitative comparison between the catalogs is
performed, as in [8], by testing a composite model including contributions from catalog #1 and
catalog #2 against a model including a contribution from catalog #1 only. A W-ray only, X-ray
only, or IR only contribution is disfavored with respect to a composite model including a radio
contribution from starburst galaxies above 38 � 41 EeV at confidence levels varying between 2
and 3f. While there is no significant indication for a preferred catalog, such di�erences can be
qualitatively understood from a comparison of the observed flux map shown in Fig. 1 with the best-
fit flux models shown in Fig. 3. The X-ray and W-ray models of all and jetted AGNs are dominated
by a contribution from Centaurus A, with additional mild contributions close to the edge of the
FoV from NGC 4151 (so-called “Eye of Sauron”) for the former and from the blazar Markarian 421
and the radio-galaxy NGC 1275 for the latter. The possible mild excess south of the edge of the

6

A closer look at the catalog-based models

Which UHECR overdensities do the models grasp?
Centaurus region in all models (M83 + Cen A + NGC 4945 at ~4 Mpc)

Galactic-South-pole tepid spot in starburst model (NGC 253 at ~4 Mpc)

No hotspot at (l,b) ~ (280°,75°) from IR model (Virgo cluster at ~16 Mpc)

Observed > 41 EeV

Best-fit models > 38-41 EeV 

9

Disclaimer: qualitative comparison
Starbursts + IR/X-ray/ɣ-ray vs IR/X-ray/ɣ-ray

yield only mild (2-3σ) preference for starbursts

Model flux map

All data until end of 2020, optimized quality cuts: 120,000 km2 sr yr

4.0s

3.1s

Growth of test statistic (TS) compatible with linear increase 
Discovery threshold of 5σ expected in 2025 – 2030 (Phase II) 
Other means to increase sensitivity (Auger 85% sky coverage)

(Jonathan Biteau)

https://icrc2021-venue.desy.de/video/The-ultra-high-energy-cosmic-ray-sky-above-32-EeV-viewed-from-the-Pierre-Auger-Observatory/51c661414620333f91cf77baf3bb9278


Outlook: Composition-sensitive anisotropy

34D
ra
ft

Composition Plots

lg[E/eV]
18.4 18.6 18.8 19 19.2 19.4 19.6

]2
 [g

/c
m

〉 
m

ax
 X〈

680

700

720

740

760

780

800

820

840

  off-plane

all-sky  on-plane

EPOS-LHC 
proton

ironPreliminary

lg[E/eV]
18.4 18.6 18.8 19 19.2 19.4 19.6

]2
) [

g/
cm

m
ax

(
σ

20

30

40

50

60 proton

iron

Preliminary

Good separation for above 1018.7 eV
Indicates a heavier mean mass on-plane

for all energies above the ankle

Indication of a mass-dependent anisotropy above 1018.7 eV – CRI 630 – July 13th @ 18 00 CEST 12

D
ra
ft

Data scan and prescription

Data-driven selection of energy and latitude thresholds

• Scan over the data recorded before 01.01.2013 (54%)

• 5� steps in b and 0.1 lg(E/eV) steps in energy

• Highest TS of 8.35 for: ! Emin = 1018.7 eV

! bsplit = 30�

Set as prescription for remaining data
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Data scan and prescription

Data-driven selection of energy and latitude thresholds

• Scan over the data recorded before 01.01.2013 (54%)

• 5� steps in b and 0.1 lg(E/eV) steps in energy

• Highest TS of 8.35 for: ! Emin = 1018.7 eV

! bsplit = 30�

Set as prescription for remaining data
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On- and o↵-plane Xmax di↵erence in remaining data

Unscanned data: TS = 12.6

�hX 0
maxi = 10.5 ± 2.5+2.1

�2.2 g/cm
2

��(X 0
max) = 5.9 ± 3.1+3.5

�2.5 g/cm
2

All data: TS = 21.0

�hX 0
maxi = 9.1 ± 1.6+2.1

�2.2 g/cm
2

��(X 0
max) = 5.9 ± 2.1+3.5

�2.5 g/cm
2
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Composition Sky Map

Map compares hXmaxi of events
within 30� of each bin to

the rest of the sky

Red: lower mass than rest of sky
Blue: higher mass than rest of sky

• TS is Welch’s T-Test applied to in-

and out-of-hat X 0
max distributions

(Welch 1938)

• Detector/analysis e↵ects corrected for

by event arrival declination
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Smoothing over 30° bins

Not necessarily related to Galaxy 

Local source distribution and 
mass-dependent horizon effect? 

No independent confirmation from other data 

Phase II data and more statistics really 
important to make progress



The multi-messenger picture of high-energy astrophysics
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M. Santander - Multimessenger astroparticle physics an observational perspective — ISAPP 2022 School, University of Paris-Saclay

Hadronic signatures

• Low-energy signatures (radio to X-rays) that indicate particle acceleration and interaction. 

• For other messengers (GW) we’ll look for evidence for HE particle acceleration in hadronic channels.
8

p+

(oscillates to ~1:1:1)
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(Santander, ISAPP 2022)



Karl-Heinz Kampert 24 Finance Board, Buenos Aires, Nov. 20, 2017

 OBSERVATORY 

 

Gift of Nature

Auger in predefined ±500 s window as 
sensitive as IceCube !

Joint paper of LIGO, IceCube, Antares & Auger accepted by ApJL

Clear demonstration of the power of Auger

GW170817: Neutrino flux limits by Auger Observatory

36
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Auger Observatory

Neutrino search using inclined air showers

Karl-Heinz Kampert 24 Finance Board, Buenos Aires, Nov. 20, 2017

 OBSERVATORY 

 

Gift of Nature

Auger in predefined ±500 s window as 
sensitive as IceCube !

Joint paper of LIGO, IceCube, Antares & Auger accepted by ApJL

Clear demonstration of the power of Auger

ApJL (2017), special issue (70 collaborations)

Data of all relevant detectors, including Auger



Waiting for the first ultra-high energy neutrino
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Auger Observatory

Neutrino search using inclined air showers

Expected number of events

ApJL (2017), special issue (70 collaborations)

GW170817

(Auger, UHECR 2018, updated)



Searches: Ultra-high energy photons
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13

Upper Limits to the UHE photon -ux

12P. Savina for the Pierre Auger Collabora�on – July 2021 – ICRC2021 – Cosmic Ray Indirect (CRI) 

PRELIMINARY

 

11

Unblinding of the data

10

Median of the photon distribution 
derived as photon selection cut from the 
study of the background extrapolation.

Photons identified as excess with respect 
to the expected background

P. Savina for the Pierre Auger Collabora�on – July 2021 – ICRC2021 – Cosmic Ray Indirect (CRI) 

Photon
candidates

# estimated events above median:
N

exp
(E > 1018.0 eV) = 30 ± 16

# Candidates found:
N

obs
(E > 18.0 eV) =  22

 

12

The most peculiar event

E = 2.00 ± 0.11 EeV

Xmax = 1245 ± 57 g/cm2

PROTONS

PHOTONS

Claim for a photon observation 
not possible from a statistical 
point of view. 11

 

9

Burnt Sample
(5% hybrid data 
sample)

Protons

Photons

Separation variables ranked 
by separation power:
1. Fμ

2. Xmax

3. log10(E)

Combining Xmax and Fμ in a Fisher Linear Discriminant 

9P. Savina for the Pierre Auger Collabora�on – July 2021 – ICRC2021 – Cosmic Ray Indirect (CRI) 

Muon signal by shower universality

Cut at 50% photon efficiency (median) 

Background compatible with 
stat. expectation (burn sample of data) 

Multi-messenger: searches for photons in 
coincidence with GW events

Limits begin being 
background-dominated 

Phase II: additional data for 
photon/hadron separation 
or photon discovery

(Pierpaolo Savina)(Philip Ruehl)

https://icrc2021-venue.desy.de/video/A-search-for-ultra-high-energy-photons-at-the-Pierre-Auger-Observatory-exploiting-air-shower-universality/186165d752b09af1a4497c142c61dbef
https://icrc2021-venue.desy.de/video/Follow-up-Search-for-UHE-Photons-from-Gravitational-Wave-Sources-with-the-Pierre-Auger-Observatory/17c7dbdf8bb697545af62c3c6eb993b5


Searches: Upward-going events motivated by ANITA
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ANITA anomalous events

The Auger FD is sensitive to these events → upward-going showers simulated and reconstructed 
within the Offline Framework → exposure calculation for upward-going showers

● The ANITA experiment detected two anomalous 
events with non-inverted polarity → consistent with 
upward-going showers observed directly by ANITA

○ E1,2 ≳ 0.2 EeV ≈ 1017.8 eV  
○ β1 ≈ 27° and β2 ≈ 35°

● If those events are due to 𝜈𝜏 they appear challenging 
to reconcile with the predictions of the standard 
model

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      2

β

ANITA anomalous events

The Auger FD is sensitive to these events → upward-going showers simulated and reconstructed 
within the Offline Framework → exposure calculation for upward-going showers

● The ANITA experiment detected two anomalous 
events with non-inverted polarity → consistent with 
upward-going showers observed directly by ANITA

○ E1,2 ≳ 0.2 EeV ≈ 1017.8 eV  
○ β1 ≈ 27° and β2 ≈ 35°

● If those events are due to 𝜈𝜏 they appear challenging 
to reconcile with the predictions of the standard 
model

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      2

β

Signal simulation

- Primaries: protons → adaptable to other scenarios 
→ I. A. Caracas, PoS(ICRC2021)913

- Energy range: log10(Ecal/eV) ∊ [16.5, 18.5]
- Zenith angle range: θzenith ∊ [110 , 180]°

downward-going simulation upward-going simulation 

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      3

● Using the exponential fit and the cut l > 0.55, the expected number of background events is:

Results

nbkg = 0.45 土 0.18

Using Rolke the integral upper limit for log10(Ecal/eV)>17.5 with nbkg = 0.45 土 0.18 
and nobs = 1 is: 

➔ 3.6x10-20 cm-2 sr-1 yr-1 if exposure is weighted with E-1

➔ 8.5x10-20 cm-2 sr-1 yr-1 if exposure is weighted with E-2

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      9

We intend to compare these results with ANITA I and III observations

● After the unblinding of the data 1 event has been observed to pass all the selection criteria. This 
number is consistent with the expected number of background events

Likelihood ratio based variable distribution

● Variable l = atan(-2log(Ldown/Lup,down)/50)/(π/2) defined between 0 and 1

more likely upward-going event

cut value on l has 
been tuned by 

minimizing the 
upper limit

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      7

background simulation 
weighted to burn 
sample → good 

agreement between 
burn sample and 

background simulation
Ecal > 1017.5 eV● Using the exponential fit and the cut l > 0.55, the expected number of background events is:

Results

nbkg = 0.45 土 0.18

Using Rolke the integral upper limit for log10(Ecal/eV)>17.5 with nbkg = 0.45 土 0.18 
and nobs = 1 is: 

➔ 3.6x10-20 cm-2 sr-1 yr-1 if exposure is weighted with E-1

➔ 8.5x10-20 cm-2 sr-1 yr-1 if exposure is weighted with E-2

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      9

We intend to compare these results with ANITA I and III observations

● After the unblinding of the data 1 event has been observed to pass all the selection criteria. This 
number is consistent with the expected number of background events

Auger results: 
Background 0.45 ± 0.18 expected 
One event observed 
Flux limits on anomalous events 

(ANITA, Phys. Rev. Lett. 121 (2018) 161102)

A tau scenario application to a search for upward-going showers with the Fluorescence Detector of

the Pierre Auger Observatory

Executive Summary

Ioana Alexandra Caracas
0

for the Pierre Auger Collaboration
1

0
Bergische Universität Wuppertal, Department of Physics, Gaußstraße 20, Wuppertal, Germany

1
Observatorio Pierre Auger, Av. San Martín Norte 304, 5613 Malargüe, Argentina

What is this contribution about?

Upper flux limits have been set in the context of steeply up-going air showers induced by �-leptons using the Fluorescence Detector (FD) of the Pierre Auger Observatory.

Why is it relevant/interesting?
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Recent observations of two coherent radio pulses by the ANITA detector can be interpreted as steeply

upward-going cosmic-ray showers and remain unexplained. Several Beyond Standard Model (BSM)

interpretations resulting in the creation of �-leptons have been proposed. The Pierre Auger Observatory

allows to verify the ANITA observation and to test the proposed interpretations

What has been done?

�-leptons have been simulated using the NuTauSim code as a base, in order to obtain the distribution of

possible �-induced air showers in the field of view of the FD, in terms of shower energy and height of

first interaction. The resulting distribution is folded together with the double differential exposure of the

Observatory to up-going events to obtain the observatory’s exposure to up-going �-induced air showers.

This is further used to calculate limits on the flux of steeply up-going � showers at the Earth’s surface.

What is the result?

A single event passed all selection criteria, which is consistent with the expected experimental background of 0.5 events. Therefore, upper flux limits to up-going �-induced air

showers have been set, which account for the observed event. As a result we find energy dependent flux limits as low as 9.82 · 10
�10

GeV cm
�2

s
�1

sr
�1

for a � primary energy in the

range of lg E0/eV 2 [18.75, 18.875].

Tau scenario

Uniform distribution

(Massimo Mastrodicasa)(Ioana Caracas)

(Eva Santos)
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Figure 4: Maximum with respect to U of the mixed relative fluctuations obtained using the parameterizations
in the standard case (dashed curve) and in the presence of LIV considering [ in the range [�10�3,�10�15]
(coloured curves) as a function of the primary energy. Each color corresponds to a di�erent violation
strength (right axis). The black points with error bars (statistical uncertainties) represent the measured
relative fluctuations in the number of muons.

the mixed relative fluctuations at three di�erent CLs obtained considering all the experimental data
are highlighted. The blue curve, corresponding to [ = �8.2 · 10�5, refers to 99.7% CL. The green
(black) one corresponds to 95.45% (90.5%) with a LIV parameter [ = �9.2·10�6 ([ = �5.95·10�6).
As a consequence, the new bound for [ (1) is [�5.95 · 10�6, 10�1] at 90.5% of CL.

It can be noticed that if the discrepancy in the reconstruction of the energy in the presence of
LIV and the one in the standard scenario was included, a net shift of the experimental data towards
the higher energies would be observed. However, this bias between the primary energy estimated
if the events are treated in LIV case and in standard one is lower than the 5% for all the considered
[ parameters and, if implemented, it would lead to a further improvement of the parameter bound.

In conclusion, we have found a new lower bound of the [ parameter range of values using the
maximum relative fluctuation for a mixed initial proton-iron composition for LIV at first order. In
particular, we have obtained [ (1) > �5.95 · 10�6 at 90.5% of CL. A similar approach using the
minimum of the relative fluctuation with respect to U could lead to the definition of a negative upper
bound of the LIV parameter. Previous works found limits to the LIV parameter at first order by
studying the e�ects of Lorentz invariance violation on the photon propagation in the universe [14].

Future prospects will provide for an extension of the overall procedure to the e�ects produced
by LIV at second order. Moreover, limits on [ parameter could be found through a combined
analysis considering simultaneously the relative fluctuations of the number of muons and the mass
composition derived from the -max measurements given by the Pierre Auger Observatory.
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Figure 1: Neutral pion mean lifetime as a function of energy for the Lorentz invariant case and for di�erent
strengths of LIV.

increase/decrease with respect to the LI case producing modifications in the EAS development
which depends both on the energy and the strength of the violation. As an example, the c0 lifetime
as a function of the energy for the standard case and for di�erent values of the LIV parameters
is shown in Fig. 1. For negative values of [, the mean lifetime increases up to a critical energy,
corresponding to the point at which the phase space reduces to zero (i.e. <2

LIV ! 0) and the particle
becomes stable (i.e. W ! 1). The energy at which the lifetime evolution deviates from the standard
LI case depends both on the order and the strength of the violation. To have a qualitative idea of
what one should expect, let us consider the simple model [15] where a primary hadron interacting
in the atmosphere produces 2/3 of charged pions c± and 1/3 of c0B. In the standard case, charged
pions decay producing muons and neutrinos while the neutral ones suddenly decay in two photons
producing an electromagnetic sub-shower. Otherwise, in the presence of LIV and for negative
values of [ (=) , the c0 lifetime grows and the probability to interact before decaying increases. The
re-interacting c0s will behave as the source of a hadronic sub-showers like those initiated by the
primary cosmic ray particle. As the energy decreases in the further shower generations, c0s will
start again to produce a standard electromagnetic sub-shower. The consequence is a modification
of the shower development in the atmosphere. The amount of energy deposited in the atmosphere
will be reduced (i.e. invisible energy going to neutrinos will grow) leading to an underestimation
of the primary energy if the event is treated as a standard physics one. Moreover, the position of
the shower maximum (-max) [16] will be slightly modified with respect to the standard LI case. In
addition, as the muon content correlates with the energy of the hadronic component of the shower,
we can predict that the number of muons produced in the EAS will increase and the physical
fluctuations will decrease, as almost all the energy is kept into the hadronic component after the first
stages of the shower developement, with little room for stochastic leakage to the electromagnetic
component [17]. On the other hand, for positive values of the [ parameter the lifetime becomes
smaller with respect to the standard LI case as the energy increases. In these cases, the lifetime
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1. Introduction

Violations of Lorentz Invariance could a�ect the energy threshold of photo-hadronic inter-
actions; in particular, depending on the composition of the UHECRs at the highest energies, the
attenuation length of photo-meson production or photo-disintegration may become extremely large
and suppress particle interaction during propagation in the extragalactic space [1–4]. As a conse-
quence, the existing evidence of the suppression of the flux at the highest energies [5] can be used to
put a limit on LIV. In particular, LIV can be tested by searching the best description of the UHECR
observables, under LIV assumptions, as already done for instance in [6–10]. However, the scenario
is complicated by the fact that the best description of the UHECR spectrum and composition is
found corresponding to values of maximum energy at the source smaller than or comparable to the
typical threshold energy for photo-meson or photo-disintegration reactions [11]. For this reason,
the sensitivity of the deviations from LI in UHECR propagation is smaller than expected, and
alternative approaches need to be investigated.

2. Lorentz Invariance Violation framework

One possibility to constrain LIV models is that, depending on the strength of the violation, the
high energy available in the collision of cosmic rays with the atmosphere1 can lead to modifications
of the shower development with respect to the standard LI case. A well established phenomenolog-
ical approach to introduce LIV e�ects [12, 13] consists of adding e�ective terms in the dispersion
relation of particles as:

⇢2 � ?2 = <2 + 5 ( Æ?,"Pl; [) (1)

where < is the particle mass at rest, ⇢ its energy, and 5 represents the contribution of violation
due to the quantum gravity e�ects. In this approach the violation depends on the momentum of
the particle Æ? and on the Planck mass "Pl through the LIV parameter [, a dimensionless constant
coe�cient to be constrained. At ? ⌧ "Pl, the factor 5 can be expanded and considering only the
leading order of the expansion, Eq. 1 becomes:

⇢2 � ?2 = <2 + [ (=)
?=+2

"=
Pl

(2)

Previous works found limits to the LIV parameter by studying the e�ects of Lorentz invariance
violation on cosmic ray propagation at first order [ (1)W > �1.2 · 10�10 [14] in the photon sector in
the astrophysical scenario, which best describes UHECR data, and at second order �10�3 < [ (2)c <

10�1 [2] in the case of the neutral pion decay. Interpreting the right-hand side of the Eq. 2 as an
energy dependent mass, <2

LIV = <2 + [ (=) ?
=+2

"=
Pl

, the Lorentz factor for a LI violating particle at
energy ⇢ can be defined as:

WLIV = ⇢/<LIV (3)

Depending on the value assumed by [ (=) , the lifetime of the considered particle g = W!�+ g0

will change accordingly. For negative/positive values of [ (=) the lifetime of the particle should

1As an example a proton at 1019 eV hitting the atmosphere corresponds to a 0.1 PeV collision in the center of mass
frame.
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- daily variations similar to what is being observed on neutron
monitors
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- Large E-feld effects on showers : MC studies
- Still lacking a new trigger strategy not to keep losing such events
- More E-feld measurements at ground (Penha Rodriguez, Colombia) 
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strokes that lie below the horizon. Located on four di�erent sites, FD telescopes point in247

fixed directions. As the field of view (FoV) of the telescopes overlap, the 360� azimuthal248

coverage of the detector is spanned more than once. The same elve may be measured by249

multiple FD telescopes, each with an optical aperture of 2.2 m diameter and a time res-250

olution (�⌧ = 100 ns) unprecedented in the field of TLE observations. The combination251

enables detailed measurements of large numbers of single-peaked and multi-peaked elves.252

Figure 1. Top panel: a diagram of the FD telescope with its 3.6 m diameter mirror at the Pierre Auger

Observatory [Abraham et al., 2010] . The FD, optimized for the detection of cosmic rays up to 30 km, also

turns out to be sensitive to elve signatures that are 1000 km away. The axes of lowest pixels have an elevation

angle of 1.5� while the axes of highest pixels have elevation angles of 30�. Panel A: the time signature of a

cosmic-ray shower propagating from top to bottom. Panel B: the first 200µs of the propagation of an elve

across an FD telescope camera field of view, showing the one side of the elves expanding towards the detector.
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When an UHECR strikes the atmosphere, its kinetic energy is converted into an air259

shower of relativistic secondary particles, mostly electrons, positrons and muons. These260

secondary particles collide inelastically with molecules in the troposphere, exciting the261
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Event-by-event reconstruction of Xmax with the
Surface Detector of the Pierre Auger Observatory
using deep learning
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Figure 1: (a) Simulated signal pattern measured by the surface detector. The marker sizes indicate
the amount of measured signal and the colors represent the arrival time of the shower at a given
station (yellow=early, red=late). The arrow denotes the projection of the shower axis on the surface
and its tip the shower core. (b) Simulated signal trace of a cosmic-ray event measured at a surface-
detector station at a distance of about 1000 m to the shower core. Different colors indicate signals
from different shower components.

minimized during network training.
This work is structured as follows. First, we specify the data sets for both the simulation studies

and measured Auger hybrid data, which include information from the FD for validation purposes.
We explain in detail how the simulated data are prepared and augmented for the optimization
of the network parameters and the reconstruction of !max. After that, we describe in detail the
architecture and training of the deep network. Then we show the !max reconstruction performance
of the network on simulated data as a function of energy, zenith angle, mass of the primary particle,
and the effect of using two hadronic interaction models different from the one used in the training.
Finally, we verify the capabilities of the network by direct comparison of the measured maximum
shower depth !max of the network and of the FD. We correct for detector-aging effects resulting
from long-term operation of the observatory. Subsequently, we calibrate the absolute !max value of
the network output, and determine the !max resolution of the network as a function of the primary
energy.

2 Data sets and their preparation

The measured air shower footprint consists of a characteristic pattern of several triggered WCDs
arranged in a hexagonal grid (see Fig. 1a). Using three PMTs each triggered station measures the
time-dependent density of particles encoded in three signal traces. An example of a simulated
signal trace is shown in Fig. 1b.

The basic idea is to provide the network as input the raw data of a measured cosmic-ray
event. The raw information for each triggered station consists of three signal time traces, the station
position and the time of the first shower particles arriving at the station.

– 3 –
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Figure 12: (a) Energy-dependent bias of the deep neural network with respect to the reconstruction
of the fluorescence detector. (b) Energy-dependent resolution of the deep neural network with
respect to the reconstruction of the fluorescence detector.

6 Summary

In this work we presented a new approach for reconstructing the maximum shower depth !max using
only the signal traces of the water-Cherenkov detectors (WCDs) placed on ground, which record a
tiny subset of the billions of shower particles. It was shown that the presented method is capable
of exploiting the data measured by the WCDs more comprehensively than ever before by adapting
deep learning techniques, resulting in an unprecedented performance for mass composition studies
using the surface detector.

As reconstruction method we have developed an advanced deep neural network which is
especially suited for the situation of the Pierre Auger Observatory. The signal traces of the WCDs
are analyzed by the network using so-called LSTM cells and their measurements are combined
according to the hexagonal symmetry of the detector grid.

A key issue to correctly adjust the network parameters is the proper preparation of the data
used for the network training. In addition to re-scaling and normalization of the signal amplitudes
and time measurements, we implement real operation-conditions in the simulation data as data
augmentation during the training. This includes missingWCDs due to hardware failures or showers
falling close to the edges of the detector grid, missing signal traces of single photomultipliers and
detector stations with saturated signal traces owing to high-energy events or very close shower cores.
By including such effects, we make the network robust against small differences between simulation
and measured data, enhancing its generalization capacities and providing an accurate reconstruction
of !max for zenith angles up to 60◦ and even for events with saturated station electronics.

Initially we evaluate the performance of the network on simulated data. When evaluating the
network using disjunct data from the same simulation as used for training, we observe an almost
bias free reconstruction of !max. The !max resolution improves with increasing cosmic ray energy
and is composition dependent. For proton-induced showers the resolution is 38 g/cm2 at 10 EeV

– 19 –
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Figure 4: Event-by-event correlation of -max as measured by the DNN and the FD using golden hybrids.

reconstruction bias at low energies (compare to Fig. 1a). After fitting a constant to the data, which
yields �30.0 ± 0.6 g/cm2, the predictions of the DNN are calibrated to the FD -max scale.

We show the energy dependence of f(-max,DNN � -max,FD) in Fig. 5b. Statistical uncertainties
are estimated using bootstrapping. To extract the resolution of the DNN, we first parameterize this
dependency by fitting the function f�-max (⇢) = 0 · 4�1 · (log10 ⇢/eV�18.5) + 2 to the data. The obtained
parameters are 0 = 18.0 ± 2.5 g/cm2, 1 = 2.9 ± 1.2, and 2 = 27.7 ± 2.6 g/cm2. The fit is depicted
as the continuous red line in Fig. 5b. To determine the resolution of the DNN, we subtract the FD
resolution [2], which is shown as dashed grey line, in quadrature. The resulting DNN resolution is
shown as a dashed red line. It improves from approximately 40 g/cm2 at 3 EeV to below 25 g/cm2

beyond 20 EeV. This is in good agreement with our expectations from simulation studies (compare
with Fig. 2) and strengthens the finding that the resolution is independent of the interaction model.
This implies that only a calibration to the -max scale of the FD, as performed above, is needed for
using the DNN for event-by-event composition studies.

6. Conclusion

In this contribution, we presented a deep neural network (DNN) to reconstruct the atmospheric
depth of the shower maximum -max using the SD. The network was trained using EPOS-LHC
showers and further evaluated on QGSJetII-04 and Sibyll 2.3 showers. The composition bias of
the reconstruction is similar for all interaction models and amounts to only a few g/cm2 beyond
10 EeV. Additionally, it was found that the overall bias of the -max reconstruction depends on the
hadronic interaction model used, requiring a calibration of the method. In contrast, the resolution
was found to be independent of the interaction model. It amounts for protons (iron) to roughly
40 g/cm2 (25 g/cm2) at 10 EeV, and reaches 30 g/cm2 (15 g/cm2) beyond 100 EeV. By further
investigating the discrimination power of the reconstruction, it was shown that the DNN will enable
mass-composition studies on an event level.

To verify the method’s performance and calibrate the predictions of the DNN to the -max scale
of the FD, hybrid measurements were used. The calibration was found to be energy-independent,
with a size of the -max bias moderately above expectations from simulation studies. The resolution
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Figure 12: (a) Energy-dependent bias of the deep neural network with respect to the reconstruction
of the fluorescence detector. (b) Energy-dependent resolution of the deep neural network with
respect to the reconstruction of the fluorescence detector.
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• Hybrid detector: Combined measurements of the particle density with the Surface Detector (SD) and
longitudinal shower profiles with the Fluorescence Detector (FD)

• SD: More than 1600 surface detectors covering an area of 3000 km2 that measure Cherenkov radiation
emitted by particles of the extensive air shower

• FD: 27 fluorescence telescopes measure the light emitted by atmospheric nitrogen

Primary cosmic ray

FD
SD

• Each SD station has three photomultiplier
tubes looking into the water

• The signal is measured in VEMs
(Vertical Equivalent Muons)

The Muon Component

• With the baseline design of the SD, the muon component cannot be separated e�ciently for all events
• The muon component is an interesting physical observable because it gives us hints about the mass
of the primary cosmic ray

• Muon component in an SD
station from a simulated shower

• Electromagnetic component
(signal from photons, electrons
and positrons) in an SD station
from a simulated shower

What do we do? We train a neural network on simulations done with EPOS-LHC to predict the muon
signal

The Neural Network

• The Neural Network is based on a Recurrent Neural Network (RNN)
• RNNs have a memory mechanism which makes them well suited for time series
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Output

• The output is 200
time bins of the
muon signal• The input is a time

series of 200 time
bins of the total
signal

• The distance to the
shower axis of each
station r and the
secant of the zenith
angle are also used

Long Short-Term Memory (LSTM)
cells process the temporal input

Results on Simulations

• The results are tested on simulations that the
neural network has not seen before

• The neural network has learnt to predict the key
features of the muon signal: early arrival and a
spiky structure

• The integral of the predicted
signal cSµ is compared to its
value from the simulation Sµ

• The predictions reach a
resolution of 10-20% of the total
signal depending on the energy
and zenith angle

• The risetime of the muon signal,
related to the shape of the
signal, can be predicted within
100 ns for most values of the
true risetime tµ1/2

Application to data

Example of a predicted signal in data

• The expected features are
also reproduced in data: early
arrival and a spiky structure

• The muon and electromagnetic signal (total - muon) are
fitted using functions obtained by the AGASA
collaboration, leaving only the normalization of the
function free

• The fits are in very good agreement with the signals
predicted by the neural network from the measurements
done by the Pierre Auger Observatory

• The risetime of the signal follows the expected behaviour
from physics principles
– It increases with r

– It decreases with sec ✓

Data crosschecks

Summary and conclusions

• Using a Recurrent Neural Network, the muon signal can be predicted for each water-Cherenkov detec-
tor of The Pierre Auger Observatory

• The neural network is trained with simulations but the predictions are independent of the hadronic
model used

• The resolution of the integrals of the predicted signals is between 10 and 20% of the total signal,
and the muon risetime

• Lateral distributions of muon and electromagnetic signals obtained with the DNNs from the Auger
data agree well with the parameterizations obtained by AGASA

• The combination of neural networks with the upgraded detectors of AugerPrime will have an unprece-
dented performance regarding the estimation of the primary mass on an event-by-event basis

The details of this work can be fonud in arXiv:2103.11983 (accepted for publication in JINST)
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Reconstructing the muon signal of a station (no data available)

Phase II data will allow us to verify and 
optimize DNN and universality methods


