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QCD Phase Diagram

➤ Familiar QCD phase diagram shows the 
features of strongly interacting matter 
under conditions of heat & 
compression 

➤ Experimental program from RHIC 
covers large range in μB 

➤ Understand phase diagram, including 
transition line T(μB)  

 knowledge of the equation of 
state (EoS) 

➤ Equilibrium thermodynamic quantities

→

2

such a phase diagram has to be rather schematic. The only regions where we have firm knowledge are: (a) at small
values of the baryon number chemical potential from lattice QCD and, (b), for small temperatures close to the nuclear
matter saturation density from the extrapolation of well tested nuclear forces and experiments of nuclear fragmentation
[37–39] .
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Figure 1: A schematic QCD phase diagram in the thermodynamic parameter space spanned by the temperature T and baryonic chemical potential
µB. The corresponding (center-of-mass) collision energy ranges for di↵erent accelerator facilities, especially the RHIC beam energy scan program,
are indicated in the figure.

In order to experimentally explore the QCD phase diagram at finite net-baryon density, one needs to create systems
with finite net-baryon density in heavy ion collisions. Since baryon number is conserved, the only way to increase
the net-baryon density is to ensure that some of the baryons from the colliding nuclei are transported to the mid-
rapidity region. This can be achieved by lowering the beam energy, and available particle production systematics [40]
confirm that this strategy indeed works. Therefore, a systematic scan of heavy ion measurements over a range of
beam energies enables the exploration of the high baryon density region of the QCD phase diagram and the search
for the existence of a first order phase transition and its associated critical point. Such a beam energy scan (BES)
program has been started at RHIC in 2010 (see e.g. [41]) and its next phase with improved beam quality and detector
capability has just started in 2019. Also, several experiments at other facilities such as NA61/SHINE and HADES
are able to measure some of the same observables at energies even lower than those achievable at RHIC. In addition,
new experiments extending the reach of the RHIC beam energies towards lower energies are planned at the FAIR
facility in Darmstadt (CBM), at NICA in Dubna (MPD), as well as at the CSR in Lanzhou (CEE). The possibility of
a fixed-target experimental program enabling much lower energy collisions at RHIC is also being actively explored.
These current and future programs provide unique opportunities for exploring and mapping the phases of QCD across
a wide range of conditions in the laboratory.

The first set of measurements resulting from the RHIC beam energy scan made a number of intriguing observa-
tions, such as a non-monotonic dependence on the beam energy of some of the key observables and the disappearance
at low energy of certain key signals observed at high energy. These observations underline the discovery potential
for locating the Critical Point (CP) as a landmark of QCD phase diagram, as well as for unambiguously observing
the anomalous chiral transport e↵ects thus experimentally verifying chiral symmetry restoration. Therefore, and in
view of the second phase of the beam energy scan, it appears to be appropriate to provide a review of the key physics
motivations together with the experimental results of the RHIC beam energy scan so far. Special emphasis in this
review will be given to observables which are sensitive to the QCD critical point, namely fluctuations of conserved
charges, and to chiral restoration, namely various correlation functions which measure the induced currents from the
chiral anomaly.
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RHIC BES II Data Taken...
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Equation of State: Crucial Thermodynamic Input

➤ Knowledge of the equation of state of strongly-interacting matter in equilibrium is 
crucial for: 

➤ Fluctuations, via derivatives of the pressure 

➤ The hadronic spectrum, i.e. the species present at freeze-out, via partial pressures 

➤ Hadronic transport simulations 

➤ Hydrodynamic simulations 

➤ Neutron star merger simulations 

➤ The interior composition of neutron stars 

➤ The behavior of the speed of sound  

➤ …

3
Figure 2.7: (a) State of the art lattice equation of state at zero chemical
potential. Figure taken from Ref. [116] (b) A sketch of QCD phase diagram as
a function of temperature T and baryon chemical potential µB. The dashed
line indicates a smooth crossover between hadronic and QGP phases, the
solid line—a conjectured first order transition with second order critical end
point (CEP). Figure taken from Ref. [29].

At temperatures below the deconfinement temperature Tc ⇠ 155MeV,
the main degrees of freedom of the QCD are hadrons and a hadron resonance
gas (HRG) model agrees well with the low temperature behavior of lattice
equation of state (see Fig. 2.7(a)). At temperatures much higher than the
deconfinement temperature Tc, the system is better described in terms of
weakly interacting quarks and gluons and the equation of state is not too far
from the massless gas limit. Lattice computations show that at zero chemical
potential the transition between the two phases is a smooth crossover [117].
However, for µB > 0 one can have a first order phase transition line, which
terminates at the critical end point (CEP) [118] (see Fig. 2.7(b)). This part
of the phase diagram is accessible at medium energy nuclear collisions and is
the target of the Beam Energy Scan program at RHIC [119, 120].

In Chapter 3, we use hydrodynamic equations derived in the confor-
mal limit, but with lattice equation of state (s95p-v1 parametrization from
Ref. [121]). The e↵ective kinetic theory of Chapter 4 treats the QGP as a
gas of weakly interacting massless particles, which automatically leads to a
conformal equation of state p = e/3. For the sake of simplicity, the conformal
equation of state is also used in semi-analytical computations of Chapter 5.

21

Hadron Resonance Gas Model

In the low temperature regime, the system is well-described by a gas of hadrons:

‣ Interacting gas of ground-state hadrons

❖  Treat as non-interacting system of resonant states


‣  Grand Canonical Ensemble

‣  Adaptable to match experimental conditions

‣  List of particles from the Particle Data Group (PDG)

6/21

Theory: Hadron Resonance Gas model

I Interacting hadrons in the ground state well approximated by non-interacting
resonance gas

I Pressure given by the sum of partial contributions:

P

T 4
=

1

V T 3

X

i

ln Zi(T, V, ~µ)

with:

ln ZM/B
i = ⌥

V di

(2⇡)3

Z
d3p ln

�
1 ⌥ exp

⇥
�
�
✏i � µaX

i
a

�
/T

⇤�

where:

I energy ✏i =
p

p2 + m2

i

I conserved charges ~Xi = (Bi, Si, Qi)

I degeneracy di, mass mi, volume V

NOTE: model fed with hadronic spectrum. Particle spectrum becomes a “variable”!
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H.T. Ding, et al, Int. J. Mod. Phys. (2015)

09/10/2019 Chemical freeze-out of net-K in HICs — J. M. Stafford — LBL Lunch Seminar
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Fluctuations & Equation of State

➤ Equilibrium fluctuations are calculated from knowledge of the equation of state 

➤ Taylor expansion coefficients give the fluctuations & correlations of conserved charges

4

Lattice QCD and heavy ion collisions: a review of recent progress 8

model parameters. The posterior distribution over possible equations of states turned

out to be consistent with results from lattice QCD simulations, as shown in Fig. 2. This

analysis has also been successfully applied to infer the behavior of other quantities, such

as the shear viscosity of the QGP at zero [30] and finite density [31].

It is worth pointing out that results exist for the equation of state of QCD

in background magnetic fields [32, 33]: in Ref. [33] the equation of state for a

system of 2+1 flavors at physical quark masses has been obtained, together with the

magnetic susceptibility and permeability, which show that strongly interacting matter

is paramagnetic around and above the transition temperature.

3.2. Equation of state at µB 6= 0

The equation of state of strongly interacting matter at finite density is a very relevant

quantity, among other things, for the low energy runs of heavy ion collisions and for

neutron star physics. It is worth mentioning that recently, results from perturbative

QCD at very large density have been obtained and used to constrain neutron star

matter [34]. Extracting the equation of state (and other properties) of QCD at finite

chemical potential from regular Monte Carlo simulations is not possible at the moment.

Indeed, ab initio calculations in the baryon dense regime of QCD are hindered by the

fermion sign problem, a fundamental technical obstacle of exponential complexity [35]

inherent to any path integral representation of Fermi systems at finite density.

Over the last few years, alternative methods have been proposed to extract

the properties of QCD matter at small chemical potential. These include Taylor

expansion around µB = 0 [36, 37, 38, 39, 40], analytic continuation from imaginary

µB [41, 42, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations

[49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods

[56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around µB = 0 in the

following way

p(T, µB)

T 4
=

p(T, 0)

T 4
+

1X

n=1

1

(2n)!

d2n(p/T 4)

d(µB
T )2n

�����
µB=0

✓
µB

T

◆2n

=
1X

n=0

c2n(T )
✓

µB

T

◆2n

. (8)

The coe�cients ci(T ) of the Taylor series are simulated on the lattice, either directly

at µB = 0 or by using the analytical continuation technique from imaginary µB. This

means that the method traditionally used at µB = 0 can be generalized to any imaginary

µB, and the µB-dependence of the direct derivative is then analyzed, in order to extract

higher order coe�cients. More in detail, in the direct method a derivative of the partition

function can be written in terms of the action with all fermionic degrees of freedom

already integrated out, Seff , as follows:

@i log Z =
1

Z

Z
DU@ie

�Se↵ = hAii . (9)

Here i indicates the variable of the derivative, the chemical potential µi in this

case. Ai is the first derivative of Se↵ without the factor e�Se↵ . Its ensemble average is
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temperature; more recently, it has been pointed out that the transition becomes first

order in the presence of asymptotically large magnetic fields [87].

3.4. Fluctuations of conserved charges

Fluctuations of conserved charges are defined as

�BSQ
lmn =

@l+m+n(p/T 4)

(@µB/T )l(@µS/T )m(@µQ/T )n
. (14)

They can be calculated on the lattice as combinations of quark flavor fluctuations,

through the following relationship between chemical potentials:

µu =
1

3
µB +

2

3
µQ

µd =
1

3
µB �

1

3
µQ

µs =
1

3
µB �

1

3
µQ � µS. (15)

The relevance of fluctuations for the physics of heavy ion collisions has been increasing

in recent years. The higher order fluctuations of conserved charges are expected to

diverge at the critical point, and therefore they have been proposed long ago as one

of its possible experimental signatures [38, 88, 89]. For this reason, fluctuations have

became one of the central measurements for the Beam Energy Scan at RHIC. Renewed

interest in these observables has been stimulated also at small chemical potentials, due

to the possibility of extracting freeze-out parameters of a heavy-ion collision from first

principles, by comparing measurements to lattice QCD results [90, 91, 92] or of studying

the chiral criticality through higher order fluctuations [93]. Besides, linear combinations

of fluctuations can be used to identify the e↵ective degrees of freedom and study the

chemical composition of the system at a given temperature and chemical potential

[94, 95].

The first continuum-extrapolated results for second order fluctuations of conserved

charges at physical quark masses were presented in Ref. [96] (almost-physical quark

mass results are shown in Ref. [97], heavier quark mass results are shown in Ref. [98])

and later extended to selected fourth-order fluctuations and correlations [99, 100]. From

these results it is evident that, at large temperatures, the observables are much closer

to the ideal-gas limit, compared to the global thermodynamic observable presented in

Section 3.1; also, these observables agree with perturbation theory predictions [101, 102]

for temperatures T � 250 MeV.

Before concentrating on the comparison of fluctuations of conserved charges

with experiments, here we describe a couple of other possible applications for these

observables. For example, it is possible to construct linear combinations of fluctuations

which, in the low-temperature phase, select the contribution to thermodynamic

quantities of hadrons according to their quantum numbers [95, 103, 104]. In the range
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Over the last few years, alternative methods have been proposed to extract

the properties of QCD matter at small chemical potential. These include Taylor

expansion around µB = 0 [36, 37, 38, 39, 40], analytic continuation from imaginary

µB [41, 42, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations

[49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods

[56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around µB = 0 in the

following way

p(T, µB)

T 4
=

p(T, 0)

T 4
+

1X

n=1

1

(2n)!

d2n(p/T 4)

d(µB
T )2n

�����
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=
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T
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The coe�cients ci(T ) of the Taylor series are simulated on the lattice, either directly

at µB = 0 or by using the analytical continuation technique from imaginary µB. This

means that the method traditionally used at µB = 0 can be generalized to any imaginary

µB, and the µB-dependence of the direct derivative is then analyzed, in order to extract

higher order coe�cients. More in detail, in the direct method a derivative of the partition

function can be written in terms of the action with all fermionic degrees of freedom

already integrated out, Seff , as follows:

@i log Z =
1

Z

Z
DU@ie

�Se↵ = hAii . (9)

Here i indicates the variable of the derivative, the chemical potential µi in this

case. Ai is the first derivative of Se↵ without the factor e�Se↵ . Its ensemble average is
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the properties of QCD matter at small chemical potential. These include Taylor

expansion around µB = 0 [36, 37, 38, 39, 40], analytic continuation from imaginary

µB [41, 42, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations

[49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods

[56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around µB = 0 in the

following way

p(T, µB)

T 4
=

p(T, 0)

T 4
+

1X

n=1

1

(2n)!

d2n(p/T 4)

d(µB
T )2n

�����
µB=0

✓
µB

T

◆2n

=
1X

n=0

c2n(T )
✓

µB

T

◆2n

. (8)

The coe�cients ci(T ) of the Taylor series are simulated on the lattice, either directly

at µB = 0 or by using the analytical continuation technique from imaginary µB. This

means that the method traditionally used at µB = 0 can be generalized to any imaginary

µB, and the µB-dependence of the direct derivative is then analyzed, in order to extract

higher order coe�cients. More in detail, in the direct method a derivative of the partition

function can be written in terms of the action with all fermionic degrees of freedom

already integrated out, Seff , as follows:

@i log Z =
1

Z

Z
DU@ie

�Se↵ = hAii . (9)

Here i indicates the variable of the derivative, the chemical potential µi in this

case. Ai is the first derivative of Se↵ without the factor e�Se↵ . Its ensemble average is
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temperature; more recently, it has been pointed out that the transition becomes first

order in the presence of asymptotically large magnetic fields [87].

3.4. Fluctuations of conserved charges

Fluctuations of conserved charges are defined as

�BSQ
lmn =

@l+m+n(p/T 4)

(@µB/T )l(@µS/T )m(@µQ/T )n
. (14)

They can be calculated on the lattice as combinations of quark flavor fluctuations,

through the following relationship between chemical potentials:

µu =
1

3
µB +

2

3
µQ

µd =
1

3
µB �

1

3
µQ

µs =
1

3
µB �

1

3
µQ � µS. (15)

The relevance of fluctuations for the physics of heavy ion collisions has been increasing

in recent years. The higher order fluctuations of conserved charges are expected to

diverge at the critical point, and therefore they have been proposed long ago as one

of its possible experimental signatures [38, 88, 89]. For this reason, fluctuations have

became one of the central measurements for the Beam Energy Scan at RHIC. Renewed

interest in these observables has been stimulated also at small chemical potentials, due

to the possibility of extracting freeze-out parameters of a heavy-ion collision from first

principles, by comparing measurements to lattice QCD results [90, 91, 92] or of studying

the chiral criticality through higher order fluctuations [93]. Besides, linear combinations

of fluctuations can be used to identify the e↵ective degrees of freedom and study the

chemical composition of the system at a given temperature and chemical potential

[94, 95].

The first continuum-extrapolated results for second order fluctuations of conserved

charges at physical quark masses were presented in Ref. [96] (almost-physical quark

mass results are shown in Ref. [97], heavier quark mass results are shown in Ref. [98])

and later extended to selected fourth-order fluctuations and correlations [99, 100]. From

these results it is evident that, at large temperatures, the observables are much closer

to the ideal-gas limit, compared to the global thermodynamic observable presented in

Section 3.1; also, these observables agree with perturbation theory predictions [101, 102]

for temperatures T � 250 MeV.

Before concentrating on the comparison of fluctuations of conserved charges

with experiments, here we describe a couple of other possible applications for these

observables. For example, it is possible to construct linear combinations of fluctuations

which, in the low-temperature phase, select the contribution to thermodynamic

quantities of hadrons according to their quantum numbers [95, 103, 104]. In the range

Lattice QCD and heavy ion collisions: a review of recent progress 16

considerably reduces the uncertainty of the lattice results, and allowed the authors of

Ref. [104] to extract very precise results for the pressures of the single hadronic families.

These results are shown in the left panel of Fig. 8. This analysis has been stimulated

by Ref. [105], in which it was pointed out that the ratio of fluctuations �BS
11 /�S

2 does

not agree with the HRG model predictions already at low temperatures, indicating the

need for more strange hadronic states with respect to the ones listed in the PDG (see

the right panel of Fig. 8). In Ref. [104], it was possible to identify the flavor content of

the missing hadrons, which will be useful to guide their future experimental searches.

The most interesting feature of fluctuations is that they can be related to the

moments of the distribution of the corresponding conserved charges (mean M , variance

�2, skewness S and kurtosis ) through the following formulas

M = �1 �2 = �2

S = �3/�
3/2
2  = �4/�

2
2. (18)

Usually ratios are defined, so that the volume factor cancels out in the theoretical

definition of fluctuations, and they become functions only of T and µB:

M/�2 = �1/�2 S� = �3/�2

S�3/M = �3/�1 �2 = �4/�2. (19)

The idea is that the particle multiplicity and their fluctuations are fixed at the

chemical freeze-out, so that their experimental value corresponds to the temperature

and chemical potential of that particular moment in the evolution of the system. An

interesting question is whether the fluctuation observables in a heavy-ion collision will

reflect a sharp freeze-out, or whether the latter happens over a broader, possibly flavor-

dependent, temperature range. This idea can be tested by extracting the freeze-out

parameters from the fluctuations of di↵erent conserved charges, and comparing the

results. The idea of fluctuations of a conserved charge seems to be a contradiction

in itself; indeed, if we were able to cover the entire solid angle with the experimental

apparatus, we would measure the same amount of net-baryons, net-electric charge and

net-strangeness which were there at the moment of the collision. However, by studying

a su�ciently small subsystem, conserved quantities can fluctuate: the small system

can exchange conserved charges with the rest of the system. This is similar to the

assumptions which govern a thermal system in the Grand-Canonical Ensemble, which

corresponds to lattice QCD calculations [108]. A discussion of this and other conditions,

for a meaningful comparison with experimental measurements, will be presented in the

next subsection.

The quantities that are utilized, in order to extract the freeze-out temperature

and baryon chemical potential, are ratios of fluctuations of conserved charges, such as

�Q
3 /�Q

1 , �Q
1 /�Q

2 , �B
3 /�B

1 , �B
1 /�B

2 etc. These are calculated at some (µB, µQ, µS) point,

which is defined by the pyhsical conditions which match the experimental situation,

namely which satisfy hnSi = 0 and hnQi = 0.4hnBi. The first terms of their Taylor

Hadron Resonance Gas Model and Lattice QCD

Phase Diagram made by C. Ratti, A. Bazavov, et al. PRD (2014), S. Borsanyi, et al., JHEP (2012)
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Figure 2.7: (a) State of the art lattice equation of state at zero chemical
potential. Figure taken from Ref. [116] (b) A sketch of QCD phase diagram as
a function of temperature T and baryon chemical potential µB. The dashed
line indicates a smooth crossover between hadronic and QGP phases, the
solid line—a conjectured first order transition with second order critical end
point (CEP). Figure taken from Ref. [29].

At temperatures below the deconfinement temperature Tc ⇠ 155MeV,
the main degrees of freedom of the QCD are hadrons and a hadron resonance
gas (HRG) model agrees well with the low temperature behavior of lattice
equation of state (see Fig. 2.7(a)). At temperatures much higher than the
deconfinement temperature Tc, the system is better described in terms of
weakly interacting quarks and gluons and the equation of state is not too far
from the massless gas limit. Lattice computations show that at zero chemical
potential the transition between the two phases is a smooth crossover [117].
However, for µB > 0 one can have a first order phase transition line, which
terminates at the critical end point (CEP) [118] (see Fig. 2.7(b)). This part
of the phase diagram is accessible at medium energy nuclear collisions and is
the target of the Beam Energy Scan program at RHIC [119, 120].

In Chapter 3, we use hydrodynamic equations derived in the confor-
mal limit, but with lattice equation of state (s95p-v1 parametrization from
Ref. [121]). The e↵ective kinetic theory of Chapter 4 treats the QGP as a
gas of weakly interacting massless particles, which automatically leads to a
conformal equation of state p = e/3. For the sake of simplicity, the conformal
equation of state is also used in semi-analytical computations of Chapter 5.
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temperatures it agrees with the HRG model result, and it shows a rapid rise across the

transition. It reaches the ideal gas limit much faster than the other observables under

study, yet there is a window of about 100 MeV above Tc, where its value is still smaller

than one. In analogy with χus
11, this observable also gives us information on bound state

survival above Tc.

For convenience we tabulate our continuum results in Table 1.
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temperatures it agrees with the HRG model result, and it shows a rapid rise across the

transition. It reaches the ideal gas limit much faster than the other observables under

study, yet there is a window of about 100 MeV above Tc, where its value is still smaller

than one. In analogy with χus
11, this observable also gives us information on bound state

survival above Tc.

For convenience we tabulate our continuum results in Table 1.
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The HRG model agrees well with lattice QCD 
calculations for many observables

‣ Equation of state (pressure, entropy density, 
energy density)

‣ Susceptibilities (fluctuations of conserved 
charges)

¨  We now have the equation of state for µB/T≤2 or in terms of the 
RHIC energy scan:  
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QCD Equation of state for µB>0 
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Second order Taylor expansion coefficients and HRG 
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➤ Equilibrium thermodynamics calculated from first principles lattice QCD 
computations are well-established with good agreement amongst techniques

Equation of State Definition
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Recently, an important validation of the lattice QCD Equation of State has been

obtained from a Bayesian analysis [29]. This framework, based on a comparison of data

from RHIC and the LHC to theoretical models, has applied state-of-the-art statistical

techniques to the combined analysis of a large number of observables while varying the
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Figure 1. Left: Continuum extrapolated results for trace anomaly, entropy density
and pressure. The gray points are from the HotQCD collaboration [17], while the
colored ones are from the WB collaboration [19]. The figure also shows the Stefan-
Boltzmann limit for the pressure and the scaled entropy; the curves at low temperature
correspond to the HRG model predictions. Right: the trace anomaly and pressure in
the 2+1 and 2+1+1 flavor theories (from Ref. [24]).

Figure 2. From Ref [29]: Constraints on the QCD equation of state from the
Bayesian analysis. (a) Fifty equations of state were generated by randomly choosing
the parameters from the prior distribution and weighted by the posterior likelihood (b).
The two red lines in each figure represent the range of lattice equations of state shown
in [17], and the green line shows the equation of state of a non-interacting hadron gas.
This suggests that the matter created in heavy-ion collisions at RHIC and at the LHC
has a pressure that is similar to that expected from equilibrated matter.
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Figure 7: The speed of sound squared from lattice QCD and
the HRG model versus temperature (top) and energy den-
sity (bottom). In the upper figure, our results (HISQ) are
compared with those obtained with the stout action [26].
The vertical band marks the location of the crossover region
Tc = (154±9) MeV in the upper figure and the corresponding
range in energy density , ✏c = (0.18 � 0.5) GeV/fm3, in the
lower figure. The dark line within each error band is the pre-
diction of the analytical parameterization given in Eq. (16).

ond derivative of the singular part of the free energy with
respect to the quark mass [5]. Extending that generic
scaling analysis, one may have expected that, for physi-
cal quark masses, the pseudo-critical behavior would also
lead to large fluctuations in the energy density and that
the specific heat would exhibit a peak in the crossover re-
gion controlled by the second derivative with respect to
temperature of the same singular part of the free energy.

There may be at least two reasons for the di↵erence
in behavior between the chiral susceptibility and the
specific heat, which are second derivatives of the parti-
tion function with respect to the quark mass and the
temperature, respectively. First, thermal fluctuations
are controlled by the thermal critical exponent ↵, i.e.,
CV /T

3
⇠ |T � Tc|

�↵. In the 3-d O(4) universality class,
which is relevant for the chiral phase transition, the ex-
ponent ↵ ' �0.21 is negative [52]. Consequently, unlike

Figure 8: Error bands showing the continuum extrapolation
of the specific heat and energy density and solid lines obtained
from the parametrization given in Eq. (16). Also shown are
the HRG estimates at low temperatures and the ideal gas
limit at high temperatures.

the chiral susceptibility, the specific heat stays finite at
Tc even in the chiral limit. The singular part of the free
energy [52], which gives the leading temperature depen-
dence in the vicinity of Tc, contributes only a cusp in CV .
This can be seen by examining the energy density near
Tc,
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�
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1�↵
�
, (20)

where the dominant contribution, e0, comes from the reg-
ular part and the singular contributions, ⇠ |T � Tc|

1�↵,
are sub-dominant. From Eq. (17), we get
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A
±

↵

����
T � Tc

Tc

����
�↵

+O (T � Tc) , (21)

with c0 = 4e0+e1 and A
+ (A�) are the amplitudes above

(below) Tc. The ratio of these amplitudes is universal and
positive; A+

/A
� = 1.842(43) in the 3-d O(4) universality

class [52]. Since ↵ is negative, the singular part gives
only a cusp, which should persist in the chiral limit but
may not be easy to detect if the regular contributions are
large.
The second reason for the lack of a peak in CV /T

3

is that the contributions from the regular part of the
free energy are large in the high temperature phase [52],
and are O(g0) at infinite temperature. Furthermore, as
discussed above, the regular terms dominate even in the
crossover region. To make this observation more explicit,
we note from Eq. (17) that CV /T

3 can be written in
terms of the energy density, ✏/T 4, and its derivative,

T
d✏/T 4

dT
⌘

CV

T 3
. (22)

The dominant singular terms are contained in the sec-
ond term (CV /T

3) or, more specifically, in the temper-
ature derivative of the trace anomaly, i.e., the second

Sound speed:

9

Figure 5: Spline fits to the trace anomaly for several values of the lattice spacing aT = 1/N⌧ and the result of our continuum
extrapolation (left). Note that the error bands shown here do not include the 2% scale error. The right hand panel shows
suitably normalized pressure, energy density, and entropy density as a function of the temperature. In this case the 2% scale
error is included in the error bands. The dark lines show the prediction of the HRG model. The horizontal line at 95⇡2/60
in the right panel corresponds to the ideal gas limit for the energy density and the vertical band marks the crossover region,
Tc = (154± 9) MeV.

Figure 6: The comparison of the HISQ/tree and stout results
for the trace anomaly, the pressure, and the entropy density.

fixing cn = cd = 0 gives an excellent parametrization of
all our numerical data and is in good agreement with the
HRG estimate, at least down to T = 100 MeV. Further-
more, this parametrization agrees with the N⌧ = 8 data
well beyond T = 400 MeV.

The values of the parameters in our ansatz for the pres-
sure, Eq. (16), are summarized in Table II. The results
of this ansatz for the speed of sound, energy density, and
specific heat are compared with our continuum extrapo-
lated error bands in Figs. 7 and 8.

V. SPECIFIC HEAT, THE SPEED OF SOUND
AND DECONFINEMENT

All thermodynamic quantities, for fixed light and
strange quark masses, depend on a single parameter—
the temperature. In Section IV, we derived the basic
thermodynamic observables (✏, p, s) from the contin-
uum extrapolated trace anomaly ⇥µµ(T ). We now dis-
cuss two closely related observables that involve second
order derivatives of the QCD partition function with re-
spect to the temperature, i.e., the specific heat,

CV =
@✏
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3
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and the speed of sound,

c
2
s
=

@p

@✏
=

@p/@T

@✏/@T
=

s

CV

. (18)

The quantity Td(✏/T 4)/dT can be calculated directly
from the trace anomaly and its derivative with respect
to temperature,

T
d✏/T 4

dT
= 3

⇥µµ

T 4
+ T

d⇥µµ
/T

4

dT
. (19)

These identities show that the estimates for the specific
heat and the speed of sound should be of a quality similar
to ✏/T

4 or p/T
4. In Figs. 7 and 8, we show the agree-

ment between the bootstrap error bands for these quan-
tities and the estimates obtained by taking second or-
der derivatives of the analytic parameterization for p/T 4

given in Eq. 16. The latter are shown as dark lines inside
the bootstrap error bands.
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model parameters. The posterior distribution over possible equations of states turned

out to be consistent with results from lattice QCD simulations, as shown in Fig. 2. This

analysis has also been successfully applied to infer the behavior of other quantities, such

as the shear viscosity of the QGP at zero [30] and finite density [31].

It is worth pointing out that results exist for the equation of state of QCD

in background magnetic fields [32, 33]: in Ref. [33] the equation of state for a

system of 2+1 flavors at physical quark masses has been obtained, together with the

magnetic susceptibility and permeability, which show that strongly interacting matter

is paramagnetic around and above the transition temperature.

3.2. Equation of state at µB 6= 0

The equation of state of strongly interacting matter at finite density is a very relevant

quantity, among other things, for the low energy runs of heavy ion collisions and for

neutron star physics. It is worth mentioning that recently, results from perturbative

QCD at very large density have been obtained and used to constrain neutron star

matter [34]. Extracting the equation of state (and other properties) of QCD at finite

chemical potential from regular Monte Carlo simulations is not possible at the moment.

Indeed, ab initio calculations in the baryon dense regime of QCD are hindered by the

fermion sign problem, a fundamental technical obstacle of exponential complexity [35]

inherent to any path integral representation of Fermi systems at finite density.

Over the last few years, alternative methods have been proposed to extract

the properties of QCD matter at small chemical potential. These include Taylor

expansion around µB = 0 [36, 37, 38, 39, 40], analytic continuation from imaginary

µB [41, 42, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations

[49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods

[56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around µB = 0 in the

following way

p(T, µB)

T 4
=

p(T, 0)

T 4
+

1X

n=1

1

(2n)!

d2n(p/T 4)

d(µB
T )2n

�����
µB=0

✓
µB

T

◆2n

=
1X

n=0

c2n(T )
✓

µB

T

◆2n

. (8)

The coe�cients ci(T ) of the Taylor series are simulated on the lattice, either directly

at µB = 0 or by using the analytical continuation technique from imaginary µB. This

means that the method traditionally used at µB = 0 can be generalized to any imaginary

µB, and the µB-dependence of the direct derivative is then analyzed, in order to extract

higher order coe�cients. More in detail, in the direct method a derivative of the partition

function can be written in terms of the action with all fermionic degrees of freedom

already integrated out, Seff , as follows:

@i log Z =
1

Z

Z
DU@ie

�Se↵ = hAii . (9)

Here i indicates the variable of the derivative, the chemical potential µi in this

case. Ai is the first derivative of Se↵ without the factor e�Se↵ . Its ensemble average is
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temperature; more recently, it has been pointed out that the transition becomes first

order in the presence of asymptotically large magnetic fields [87].

3.4. Fluctuations of conserved charges

Fluctuations of conserved charges are defined as

�BSQ
lmn =

@l+m+n(p/T 4)

(@µB/T )l(@µS/T )m(@µQ/T )n
. (14)

They can be calculated on the lattice as combinations of quark flavor fluctuations,

through the following relationship between chemical potentials:

µu =
1

3
µB +

2

3
µQ

µd =
1

3
µB �

1

3
µQ

µs =
1

3
µB �

1

3
µQ � µS. (15)

The relevance of fluctuations for the physics of heavy ion collisions has been increasing

in recent years. The higher order fluctuations of conserved charges are expected to

diverge at the critical point, and therefore they have been proposed long ago as one

of its possible experimental signatures [38, 88, 89]. For this reason, fluctuations have

became one of the central measurements for the Beam Energy Scan at RHIC. Renewed

interest in these observables has been stimulated also at small chemical potentials, due

to the possibility of extracting freeze-out parameters of a heavy-ion collision from first

principles, by comparing measurements to lattice QCD results [90, 91, 92] or of studying

the chiral criticality through higher order fluctuations [93]. Besides, linear combinations

of fluctuations can be used to identify the e↵ective degrees of freedom and study the

chemical composition of the system at a given temperature and chemical potential

[94, 95].

The first continuum-extrapolated results for second order fluctuations of conserved

charges at physical quark masses were presented in Ref. [96] (almost-physical quark

mass results are shown in Ref. [97], heavier quark mass results are shown in Ref. [98])

and later extended to selected fourth-order fluctuations and correlations [99, 100]. From

these results it is evident that, at large temperatures, the observables are much closer

to the ideal-gas limit, compared to the global thermodynamic observable presented in

Section 3.1; also, these observables agree with perturbation theory predictions [101, 102]

for temperatures T � 250 MeV.

Before concentrating on the comparison of fluctuations of conserved charges

with experiments, here we describe a couple of other possible applications for these

observables. For example, it is possible to construct linear combinations of fluctuations

which, in the low-temperature phase, select the contribution to thermodynamic

quantities of hadrons according to their quantum numbers [95, 103, 104]. In the range
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model parameters. The posterior distribution over possible equations of states turned

out to be consistent with results from lattice QCD simulations, as shown in Fig. 2. This

analysis has also been successfully applied to infer the behavior of other quantities, such

as the shear viscosity of the QGP at zero [30] and finite density [31].

It is worth pointing out that results exist for the equation of state of QCD

in background magnetic fields [32, 33]: in Ref. [33] the equation of state for a

system of 2+1 flavors at physical quark masses has been obtained, together with the

magnetic susceptibility and permeability, which show that strongly interacting matter

is paramagnetic around and above the transition temperature.

3.2. Equation of state at µB 6= 0

The equation of state of strongly interacting matter at finite density is a very relevant

quantity, among other things, for the low energy runs of heavy ion collisions and for

neutron star physics. It is worth mentioning that recently, results from perturbative

QCD at very large density have been obtained and used to constrain neutron star

matter [34]. Extracting the equation of state (and other properties) of QCD at finite

chemical potential from regular Monte Carlo simulations is not possible at the moment.

Indeed, ab initio calculations in the baryon dense regime of QCD are hindered by the

fermion sign problem, a fundamental technical obstacle of exponential complexity [35]

inherent to any path integral representation of Fermi systems at finite density.

Over the last few years, alternative methods have been proposed to extract

the properties of QCD matter at small chemical potential. These include Taylor

expansion around µB = 0 [36, 37, 38, 39, 40], analytic continuation from imaginary

µB [41, 42, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations

[49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods

[56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around µB = 0 in the

following way

p(T, µB)
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The coe�cients ci(T ) of the Taylor series are simulated on the lattice, either directly

at µB = 0 or by using the analytical continuation technique from imaginary µB. This

means that the method traditionally used at µB = 0 can be generalized to any imaginary

µB, and the µB-dependence of the direct derivative is then analyzed, in order to extract

higher order coe�cients. More in detail, in the direct method a derivative of the partition

function can be written in terms of the action with all fermionic degrees of freedom

already integrated out, Seff , as follows:

@i log Z =
1

Z

Z
DU@ie

�Se↵ = hAii . (9)

Here i indicates the variable of the derivative, the chemical potential µi in this

case. Ai is the first derivative of Se↵ without the factor e�Se↵ . Its ensemble average is

Lattice QCD and heavy ion collisions: a review of recent progress 8

model parameters. The posterior distribution over possible equations of states turned

out to be consistent with results from lattice QCD simulations, as shown in Fig. 2. This

analysis has also been successfully applied to infer the behavior of other quantities, such

as the shear viscosity of the QGP at zero [30] and finite density [31].

It is worth pointing out that results exist for the equation of state of QCD

in background magnetic fields [32, 33]: in Ref. [33] the equation of state for a

system of 2+1 flavors at physical quark masses has been obtained, together with the

magnetic susceptibility and permeability, which show that strongly interacting matter

is paramagnetic around and above the transition temperature.

3.2. Equation of state at µB 6= 0

The equation of state of strongly interacting matter at finite density is a very relevant

quantity, among other things, for the low energy runs of heavy ion collisions and for

neutron star physics. It is worth mentioning that recently, results from perturbative

QCD at very large density have been obtained and used to constrain neutron star

matter [34]. Extracting the equation of state (and other properties) of QCD at finite

chemical potential from regular Monte Carlo simulations is not possible at the moment.

Indeed, ab initio calculations in the baryon dense regime of QCD are hindered by the

fermion sign problem, a fundamental technical obstacle of exponential complexity [35]

inherent to any path integral representation of Fermi systems at finite density.

Over the last few years, alternative methods have been proposed to extract

the properties of QCD matter at small chemical potential. These include Taylor

expansion around µB = 0 [36, 37, 38, 39, 40], analytic continuation from imaginary

µB [41, 42, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations

[49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods

[56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around µB = 0 in the

following way

p(T, µB)

T 4
=

p(T, 0)

T 4
+

1X

n=1

1

(2n)!

d2n(p/T 4)

d(µB
T )2n

�����
µB=0

✓
µB

T

◆2n

=
1X

n=0

c2n(T )
✓

µB

T

◆2n

. (8)

The coe�cients ci(T ) of the Taylor series are simulated on the lattice, either directly

at µB = 0 or by using the analytical continuation technique from imaginary µB. This

means that the method traditionally used at µB = 0 can be generalized to any imaginary

µB, and the µB-dependence of the direct derivative is then analyzed, in order to extract

higher order coe�cients. More in detail, in the direct method a derivative of the partition

function can be written in terms of the action with all fermionic degrees of freedom

already integrated out, Seff , as follows:

@i log Z =
1

Z

Z
DU@ie

�Se↵ = hAii . (9)

Here i indicates the variable of the derivative, the chemical potential µi in this

case. Ai is the first derivative of Se↵ without the factor e�Se↵ . Its ensemble average is

Lattice QCD and heavy ion collisions: a review of recent progress 8

model parameters. The posterior distribution over possible equations of states turned

out to be consistent with results from lattice QCD simulations, as shown in Fig. 2. This

analysis has also been successfully applied to infer the behavior of other quantities, such

as the shear viscosity of the QGP at zero [30] and finite density [31].

It is worth pointing out that results exist for the equation of state of QCD

in background magnetic fields [32, 33]: in Ref. [33] the equation of state for a

system of 2+1 flavors at physical quark masses has been obtained, together with the

magnetic susceptibility and permeability, which show that strongly interacting matter

is paramagnetic around and above the transition temperature.

3.2. Equation of state at µB 6= 0

The equation of state of strongly interacting matter at finite density is a very relevant

quantity, among other things, for the low energy runs of heavy ion collisions and for

neutron star physics. It is worth mentioning that recently, results from perturbative

QCD at very large density have been obtained and used to constrain neutron star

matter [34]. Extracting the equation of state (and other properties) of QCD at finite

chemical potential from regular Monte Carlo simulations is not possible at the moment.

Indeed, ab initio calculations in the baryon dense regime of QCD are hindered by the

fermion sign problem, a fundamental technical obstacle of exponential complexity [35]

inherent to any path integral representation of Fermi systems at finite density.

Over the last few years, alternative methods have been proposed to extract

the properties of QCD matter at small chemical potential. These include Taylor

expansion around µB = 0 [36, 37, 38, 39, 40], analytic continuation from imaginary

µB [41, 42, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations

[49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods

[56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around µB = 0 in the

following way

p(T, µB)

T 4
=

p(T, 0)

T 4
+

1X

n=1

1

(2n)!

d2n(p/T 4)

d(µB
T )2n

�����
µB=0

✓
µB

T

◆2n

=
1X

n=0

c2n(T )
✓

µB

T

◆2n

. (8)

The coe�cients ci(T ) of the Taylor series are simulated on the lattice, either directly

at µB = 0 or by using the analytical continuation technique from imaginary µB. This

means that the method traditionally used at µB = 0 can be generalized to any imaginary

µB, and the µB-dependence of the direct derivative is then analyzed, in order to extract

higher order coe�cients. More in detail, in the direct method a derivative of the partition

function can be written in terms of the action with all fermionic degrees of freedom

already integrated out, Seff , as follows:

@i log Z =
1

Z

Z
DU@ie

�Se↵ = hAii . (9)

Here i indicates the variable of the derivative, the chemical potential µi in this

case. Ai is the first derivative of Se↵ without the factor e�Se↵ . Its ensemble average is

3

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 2
B

 lattice
 HRG

 Parameterization
 SB limit

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 2
Q

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 2
S

-0.01

 0

 0.01

 0.02

 0.03

 0.04

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 1
1BQ

-0.4

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

 0

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 1
1BS

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 1
1Q

S

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 4
B

T [GeV]

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 4
Q

T [GeV]

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0  0.1  0.2  0.3  0.4  0.5  0.6

χ 4
S

T [GeV]

FIG. 1. From left to right, top to bottom: expansion coe�cients �B
2 , �Q

2 ,�
S
2 , �BQ

11 , �BS
11 ,�QS

11 , �B
4 , �Q

4 ,�
S
4 as functions of the

temperature. In each panel, the black dots are the HRG model results, the red triangles correspond to the lattice QCD results
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pressure from Eq. (1). The other thermodynamic quan-
tities are then derived from the pressure as follows:

s

T 3
=

1

T 3

@p

@T

����
µi

,
✏

T 4
=

s

T 3
� p

T 4
+
X

i

µi

T

ni

T 3

ni

T 3
=

1

T 3

✓
@p

@µi

◆����
T,µj

, c2s =
@p

@✏

����
ni

+
X

i

ni

✏+ p

@p

@ni

����
✏,nj

.(4)

Everywhere in the above equation, i 6= j is intended.
In Fig. 3 we show the dependence of the normal-

ized pressure, entropy density, energy density, baryonic,
strangeness and electric charge densities on the temper-
ature, along lines of constant µB/T = 0.5, 1, 2, both
with hnSi = 0, hnQi = 0.4hnBi (solid black lines), and
in the case µS = µQ = 0 (dashed red lines). We find
that the thermodynamic quantities that are less sensi-
tive to the chemical composition of the system do not
show large discrepancies between the two scenarios, for

all three values of µB/T . On the other hand, when re-
alistic conditions on the global chemical composition of
the system are imposed, the baryon density is largely af-
fected, and substantially decreased; the opposite e↵ect
is visible for the electric charge density, which is heavily
enhanced.
We also compare the isentropic trajectories between

these two cases. They are shown in Fig. 4 for selected
values of s/nB , which correspond to the indicated colli-
sion energies [40]. Also in this case, the solid black lines
correspond to hnSi = 0, hnQi = 0.4hnBi while the dashed
red lines to µS = µQ = 0.
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pressure from Eq. (1). The other thermodynamic quan-
tities are then derived from the pressure as follows:
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Everywhere in the above equation, i 6= j is intended.
In Fig. 3 we show the dependence of the normal-

ized pressure, entropy density, energy density, baryonic,
strangeness and electric charge densities on the temper-
ature, along lines of constant µB/T = 0.5, 1, 2, both
with hnSi = 0, hnQi = 0.4hnBi (solid black lines), and
in the case µS = µQ = 0 (dashed red lines). We find
that the thermodynamic quantities that are less sensi-
tive to the chemical composition of the system do not
show large discrepancies between the two scenarios, for

all three values of µB/T . On the other hand, when re-
alistic conditions on the global chemical composition of
the system are imposed, the baryon density is largely af-
fected, and substantially decreased; the opposite e↵ect
is visible for the electric charge density, which is heavily
enhanced.
We also compare the isentropic trajectories between

these two cases. They are shown in Fig. 4 for selected
values of s/nB , which correspond to the indicated colli-
sion energies [40]. Also in this case, the solid black lines
correspond to hnSi = 0, hnQi = 0.4hnBi while the dashed
red lines to µS = µQ = 0.
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pressure from Eq. (1). The other thermodynamic quan-
tities are then derived from the pressure as follows:
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Everywhere in the above equation, i 6= j is intended.
In Fig. 3 we show the dependence of the normal-

ized pressure, entropy density, energy density, baryonic,
strangeness and electric charge densities on the temper-
ature, along lines of constant µB/T = 0.5, 1, 2, both
with hnSi = 0, hnQi = 0.4hnBi (solid black lines), and
in the case µS = µQ = 0 (dashed red lines). We find
that the thermodynamic quantities that are less sensi-
tive to the chemical composition of the system do not
show large discrepancies between the two scenarios, for

all three values of µB/T . On the other hand, when re-
alistic conditions on the global chemical composition of
the system are imposed, the baryon density is largely af-
fected, and substantially decreased; the opposite e↵ect
is visible for the electric charge density, which is heavily
enhanced.
We also compare the isentropic trajectories between

these two cases. They are shown in Fig. 4 for selected
values of s/nB , which correspond to the indicated colli-
sion energies [40]. Also in this case, the solid black lines
correspond to hnSi = 0, hnQi = 0.4hnBi while the dashed
red lines to µS = µQ = 0.
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pressure from Eq. (1). The other thermodynamic quan-
tities are then derived from the pressure as follows:

s

T 3
=

1

T 3

@p

@T

����
µi

,
✏

T 4
=

s

T 3
� p

T 4
+
X

i

µi

T

ni

T 3

ni

T 3
=

1

T 3

✓
@p

@µi

◆����
T,µj

, c2s =
@p

@✏

����
ni

+
X

i

ni

✏+ p

@p

@ni

����
✏,nj

.(4)

Everywhere in the above equation, i 6= j is intended.
In Fig. 3 we show the dependence of the normal-

ized pressure, entropy density, energy density, baryonic,
strangeness and electric charge densities on the temper-
ature, along lines of constant µB/T = 0.5, 1, 2, both
with hnSi = 0, hnQi = 0.4hnBi (solid black lines), and
in the case µS = µQ = 0 (dashed red lines). We find
that the thermodynamic quantities that are less sensi-
tive to the chemical composition of the system do not
show large discrepancies between the two scenarios, for

all three values of µB/T . On the other hand, when re-
alistic conditions on the global chemical composition of
the system are imposed, the baryon density is largely af-
fected, and substantially decreased; the opposite e↵ect
is visible for the electric charge density, which is heavily
enhanced.
We also compare the isentropic trajectories between

these two cases. They are shown in Fig. 4 for selected
values of s/nB , which correspond to the indicated colli-
sion energies [40]. Also in this case, the solid black lines
correspond to hnSi = 0, hnQi = 0.4hnBi while the dashed
red lines to µS = µQ = 0.
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Figure 1: The trace anomaly calculated with the HISQ/tree
action at di↵erent N⌧ and compared with results from previ-
ous calculations with the p4 and asqtad actions on N⌧ = 8
lattices [23], except for the two highest temperatures, where
we show the N⌧ = 6 p4 data from Ref. [42] and Ref. [22],
respectively.

determination of the LCP at weaker coupling and provide
further crosschecks on the scale setting in the continuum
limit. We find that the di↵erent ways to set the lattice
scale using hadronic observables agree with each other
and the scale determined using r1 within the estimated
errors. The details of these analyzes are presented in
Appendix C.

III. THE TRACE ANOMALY

The QCD partition function on a hypercubic lattice of
size N

3
�
N⌧ , after integration over the fermion degrees of

freedom, is given by

Z(�, N�, N⌧ ) =

Z Y

x,µ

dUx,µe
�S(U)

, (3)

where Ux,µ 2 SU(3) are the gauge field variables, labeled
by x and µ, defined on the links between lattice points
and the Euclidean action S(U) is the sum of the gauge
and fermionic parts:

S(U) = �SG(U)� SF (U) . (4)

The temperature in physical units is set by the temporal
extent N⌧ of the lattice and related to the lattice spacing
a as T = 1/(aN⌧ ).

The trace of the energy-momentum tensor, also called
trace anomaly or the interaction measure, is related to
the pressure p as (see Ref. [22])

⇥µµ(T )

T 4
=
✏� 3p

T 4
= T

d

dT

⇣
p

T 4

⌘
, (5)

with ✏ denoting the energy density. ⇥µµ(T ) can be de-
fined on the lattice as the total derivative of lnZ with

respect to the lattice spacing a:

⇥µµ = ✏� 3p = �
T

V

d lnZ

d ln a
. (6)

The right hand side of Eq. (6) is straightforward to eval-
uate on the lattice and gives

✏� 3p

T 4
⌘

⇥µµ

G
(T )

T 4
+

⇥µµ

F
(T )

T 4
, (7)

⇥µµ

G
(T )

T 4
= R� [hsGi0 � hsGi⌧ ]N

4
⌧
, (8)

⇥µµ

F
(T )

T 4
= �R�Rm[2ml

�
h ̄ il,0 � h ̄ il,⌧

�

+ms

�
h ̄ is,0 � h ̄ is,⌧

�
]N4

⌧
. (9)

Here hsGi⌧(0) is the expectation value of the action den-
sity for the gauge fields evaluated at finite (zero) temper-
ature and h ̄ il(s),⌧(0) stands for the expectation values
of light (l) and strange (s) quark chiral condensates eval-
uated at finite (zero) temperature. Subtracting the zero
temperature values in the above expressions ensures that
all thermodynamic quantities are finite in the continuum
limit. In Eq. (9), we have used the single flavor normal-
ization for both the light and strange quark condensates
as in previous works [5, 22, 23]. The nonperturbative
beta function and mass renormalization function are de-
fined as [22, 23]

R�(�) =
r1

a

✓
d(r1/a)

d�

◆�1

, (10)

Rm(�) =
1

ms(�)

dms(�)

d�
. (11)

The determination of these functions is discussed in Ap-
pendices B–D. In the above equations, we explicitly sep-
arated the contributions to the trace anomaly that come
from purely gluonic operators ⇥µµ

G
(T ) and fermionic op-

erators ⇥µµ

F
(T ). Even though we will refer to them as

the gluonic and fermionic parts, it would be misleading
to consider ⇥µµ

F
(T ) as the quark contribution to the trace

anomaly. For example, for massless quarks ⇥µµ

F
(T )/T 4

is zero, while massless quarks certainly contribute to the
trace anomaly. At high temperatures, where the e↵ect of
nonzero quark masses is expected to be small, the quark
contribution almost exclusively comes from ⇥µµ

G
(T ). As

we will see below, this expectation is confirmed by our nu-
merical data. The above separation of the trace anomaly
into ⇥µµ

G
(T ) and ⇥µµ

F
(T ) is, however, useful in the anal-

ysis of lattice data as they are expected to be a↵ected
di↵erently by the taste symmetry breaking inherent in
staggered fermions and because the statistical errors are
also di↵erent.
The pressure can be calculated using the integral

method, i.e., by inverting Eq. (5):

p(T )

T 4
=

p0

T 4
0

+

Z
T

T0

dT
0⇥

µµ

T 05 . (12)
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where

SE(T, V ) = �

Z 1/T

0
dx4

Z

V
d3xL

E,

L
E = �

X

f

 ̄f (x)( /D + mf ) f (x) �
1

4
F a
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a (x) (2)

and
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2
Aa

µ)�E
µ F a

µ⌫ = @µA
a
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a
µ � gfabcAb

µA
c
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We will be presenting results for thermodynamic quantities such as pressure p,

energy density ✏, entropy density s and trace anomaly I. These quantities are defined

as derivatives of the partition function with respect to the temperature and physical

volume of the system:

p = T
@ ln Z

@V
✏ = �

1

V

@ ln Z

@T�1

I = ✏� 3p s =
✏+ p

T
. (4)

The thermal expectation value of physical observables O can be expressed as

hOi =
1

Z(T, V )

Z Y

µ

DAµ

Y

f

D fD ̄fO exp(�SE(T, V )). (5)

In principle, the above listed quantities also depend on the quark chemical

potentials. However, as already mentioned, the fermion sign problem prevents the

numerical calculation of thermodynamic quantities at µi 6= 0. A possible way to

circumvent this problem is through analytically continued results of simulations at

imaginary chemical potentials, which we briefly explain here as it will be useful later in

the text. The chemical potential is introduced through weighted temporal links in the

staggered formalism:

U0(µ) = eµU0, U †
0(µ) = e�µU †

0 . (6)

Thus, an imaginary µ translates into a phase factor for the antiperiodic boundary

condition in the Dirac operator. Due to the Z(3) symmetry of the gauge sector, there

is a non-trivial periodicity in the imaginary chemical potential µq ! µq + i(2⇡/3)T ,

which translates to the baryochemical potential as µB ! µB + i2⇡T , the Roberge-Weiss

symmetry. This is independent of the charge conjugation symmetry µB $ �µB.

The introduction of the imaginary chemical potential does not break the �5-

Hermiticity of the Dirac operator, it can simply be introduced as a phase shift in the

time-like boundaries. The chemical potential can be implemented on a flavor-by-flavor

basis. One can then have di↵erent choices for the chemical potentials µi. Usually,

µu = µd, while for the strange chemical potential di↵erent possibilities arise. A non-

trivial choice is the tuning to hnSi = 0, useful for phenomenological purposes. This

requires the solution of a di↵erential equation, where the µI
S(µI

B) function is to be

determined:
d

dµI
B

@ log Z

@µS
= 0 . (7)

with the trivial initial condition @ ln Z/@µS = 0 at µI
B = 0.
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QCD Phase Diagram - What We Know
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➤ Besides results at zero/small μB from lattice 
QCD describing HIC matter, the dense 
matter EoS is under study 

➤ Many open questions remain about the 
phase diagram of QCD: 

➤ Is there a critical point? If so, where? 

➤ Where is the transition line at high density? 

➤ What are the degrees of freedom  
in the vicinity of the phase transition?

A. Lovato, T. Dore, R.D. Pisarski, J.M. Karthein et al, arXiV: 2211.02224
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FIG. 1. QCD phase diagram with the latest interpretation of experimental data and dynamical

simulations of regions probed by various systems. The zero baryon chemical potential axis follows

the trajectory of the early universe and coincides with the Large Hadron Collider (LHC). RHIC,

through the STAR BESII and fixed target (FXT) programs, explores the brown shaded region

as inferred from relativistic viscous hydrodynamic simulations [46] for
p
sNN = 3, 7.7, 27 GeV.

Estimates for neutron star mergers comes from numerical relativity simulations [47] and the T = 0

neutron star range comes from various EOS estimates. Net-proton, K, ⇡ data from STAR were used

to extract T, µB of light particles at freeze-out (red) and net-K, ⇤ for strange particles (blue) from

[48]. Dilepton measurements of temperatures within the quark-gluon plasma phase from STAR,

NA60 [49], and HADES [6] are shown in green. Thermal model fits to HADES particle yields

provide a freeze-out estimate for
p
sNN = 2.4 GeV [50] (some ambiguity still exists [51]), shown in

maroon. The nuclear liquid-gas phase transition is based on experimental data from [52] and the

µB estimate from [53]. The chiral transition (light red) comes from lattice QCD calculations [54].

The possible QCD critical point and the associated 1st-order phase transition line are not shown

due to uncertainty, which STAR BESII and FXT aim to reduce.

I. OVERVIEW

Understanding the behavior of dense baryonic matter is one of the central problems in

nuclear physics. Dense matter in this context is any nuclear system that contains a net
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➤ Constraints on the equation of state from first principles results + astrophysical 
observations + terrestrial experiments

➤ Low density, high temperature regime: 
lattice QCD (sign problem) & heavy-ion 
collisions 

➤ Low temperature, high density regime: 
Chiral EFT, low energy nuclear 
experiments, neutron stars & their 
mergers 

➤ Asymptotic regime: pQCD

QCD Phase Diagram - How We Know It
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be in agreement with theoretical and experimental (low-energy nuclear physics, heavy-ion

collisions, and astrophysics) results in the relevant regimes.

FIG. 1. Regions of the QCD phase diagram where constraints from heavy-ion collisions (HIC),

lattice QCD (LQCD), perturbative QCD (pQCD), low-energy heavy-ion collisions (LENP), chiral

e↵ective field theory (�EFT), and astrophysics (neutron stars, NS) are available.

E. Experimental constraints: heavy-ion collisions

In the laboratory, heavy-ion collisions probe finite temperatures in the range of T ⇠ 50�

650 MeV, depending on the center of mass beam energy
p
sNN , such that higher

p
sNN probe

high temperatures and lower
p
sNN probe lower temperatures. The temperature and density

of the system vary in space and time throughout the evolution, which is the hottest at early

times. Depending on the choice of the experimental observables, one can obtain information

at di↵erent temperatures and densities within the collisions. The final distribution of hadrons

reflects the temperature and chemical potentials at chemical freeze-out (although certain
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QCD Phase Diagram - How We Fill in the Gaps

➤ Because we are interested in the transition region of the phase diagram, we must 
extend across these regimes to fill out the phase diagram 

➤ Approach of MUSES collaboration: merge lattice QCD equation of state with other 
effective theories

8
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such a phase diagram has to be rather schematic. The only regions where we have firm knowledge are: (a) at small
values of the baryon number chemical potential from lattice QCD and, (b), for small temperatures close to the nuclear
matter saturation density from the extrapolation of well tested nuclear forces and experiments of nuclear fragmentation
[37–39] .

Figure 1: A schematic QCD phase diagram in the thermodynamic parameter space spanned by the temperature T and baryonic chemical potential
µB. The corresponding (center-of-mass) collision energy ranges for di↵erent accelerator facilities, especially the RHIC beam energy scan program,
are indicated in the figure.

In order to experimentally explore the QCD phase diagram at finite net-baryon density, one needs to create systems
with finite net-baryon density in heavy ion collisions. Since baryon number is conserved, the only way to increase
the net-baryon density is to ensure that some of the baryons from the colliding nuclei are transported to the mid-
rapidity region. This can be achieved by lowering the beam energy, and available particle production systematics [40]
confirm that this strategy indeed works. Therefore, a systematic scan of heavy ion measurements over a range of
beam energies enables the exploration of the high baryon density region of the QCD phase diagram and the search
for the existence of a first order phase transition and its associated critical point. Such a beam energy scan (BES)
program has been started at RHIC in 2010 (see e.g. [41]) and its next phase with improved beam quality and detector
capability has just started in 2019. Also, several experiments at other facilities such as NA61/SHINE and HADES
are able to measure some of the same observables at energies even lower than those achievable at RHIC. In addition,
new experiments extending the reach of the RHIC beam energies towards lower energies are planned at the FAIR
facility in Darmstadt (CBM), at NICA in Dubna (MPD), as well as at the CSR in Lanzhou (CEE). The possibility of
a fixed-target experimental program enabling much lower energy collisions at RHIC is also being actively explored.
These current and future programs provide unique opportunities for exploring and mapping the phases of QCD across
a wide range of conditions in the laboratory.

The first set of measurements resulting from the RHIC beam energy scan made a number of intriguing observa-
tions, such as a non-monotonic dependence on the beam energy of some of the key observables and the disappearance
at low energy of certain key signals observed at high energy. These observations underline the discovery potential
for locating the Critical Point (CP) as a landmark of QCD phase diagram, as well as for unambiguously observing
the anomalous chiral transport e↵ects thus experimentally verifying chiral symmetry restoration. Therefore, and in
view of the second phase of the beam energy scan, it appears to be appropriate to provide a review of the key physics
motivations together with the experimental results of the RHIC beam energy scan so far. Special emphasis in this
review will be given to observables which are sensitive to the QCD critical point, namely fluctuations of conserved
charges, and to chiral restoration, namely various correlation functions which measure the induced currents from the
chiral anomaly.
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➤ Careful study of their respective ranges 
of validity 

➤ Constrain the parameters to reproduce 
known limits 

➤ Test different possibilities to validate/
exclude them

be in agreement with theoretical and experimental (low-energy nuclear physics, heavy-ion

collisions, and astrophysics) results in the relevant regimes.

FIG. 1. Regions of the QCD phase diagram where constraints from heavy-ion collisions (HIC),

lattice QCD (LQCD), perturbative QCD (pQCD), low-energy heavy-ion collisions (LENP), chiral

e↵ective field theory (�EFT), and astrophysics (neutron stars, NS) are available.

E. Experimental constraints: heavy-ion collisions

In the laboratory, heavy-ion collisions probe finite temperatures in the range of T ⇠ 50�

650 MeV, depending on the center of mass beam energy
p
sNN , such that higher

p
sNN probe

high temperatures and lower
p
sNN probe lower temperatures. The temperature and density

of the system vary in space and time throughout the evolution, which is the hottest at early

times. Depending on the choice of the experimental observables, one can obtain information

at di↵erent temperatures and densities within the collisions. The final distribution of hadrons

reflects the temperature and chemical potentials at chemical freeze-out (although certain
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Lattice QCD Results

➤ State-of-the-art lattice calculations on the QCD equation of state for first-principles 
ground truth for zero and low to moderate  

➤ Continuum limit for traditional methods

μB

11

A. Pásztor Mon., P. Parotto Tues., C.H. Wong Tues., R. Kara Wed., D. Clarke Wed.
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Taylor expansion: agrees with phase-reweighting at NNNLO. It is
true in the whole range of simulated T up to µ̂B ⇡ 3(⇡ 500MeV)
Shift method: agrees with phase-reweighting in the whole range
Shift method requires coefficients up to µ̂6

B, lower than NNNLO
Taylor which needs µ̂8

B
Exponential Resummation [S. Mondal et al, Phys. Rev. Lett. 128 022001 (2022)] : Alternative
summation method not discussed here
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FIG. 4. Second-order (top, left), fourth-order (top, right), sixth-order (bottom, left) and eighth-order (bottom, right) expansion
coe�cients of pressure (P2k), energy density (✏2k) and entropy density (�2k) for a isospin-symmetric, strangeness-neutral medium
(µQ = 0, nS = 0). Bands at high temperature show the O

�
g2
�
perturbative result using a renormalization scale in the range

[4⇡T, 8⇡T ]. The yellow band indicates the location of the pseudo-critical temperature at Tpc [20].
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FIG. 5. Pressure (left) and net baryon-number density (right) versus temperature for several values of the baryon chemical
potential µ̂B ⌘ µB/T . Shown are results obtained in di↵erent orders of the Taylor series of pressure and net baryon-number
density of isospin-symmetric, strangeness-neutral matter. The yellow bands highlight the variation of �p/T 4 and nB/T

3 with
µ̂B at Tpc(µ̂B).

servables in an isospin-symmetric, strangeness-neutral
medium as function of temperature and baryon chemi-
cal potential. Further on, we will eliminate the baryon
chemical potential in favor of other external control pa-
rameters like the net baryon-number density or constant
ratio of entropy over net baryon number.

A. Density dependent contribution to bulk
thermodynamic observables

In [15] we already used the new data obtained in the
temperature interval T 2 [125MeV : 175MeV] to con-
struct 8th-order Taylor series for the pressure and the
related 7th-order series for the net baryon-number den-
sity. We had shown there that these expansions are

EQUATION OF STATE FROM FIRST PRINCIPLES
S. Borsanyi, C. R. et al., PRL (2021)
S. Borsanyi, C. R. et al., PRD (2022)

• Novel expansion scheme allows to extend 
to μB/T~3.5

• EoS available at μS=μQ=0

• It was recently extended to the case 
<nS>=0, <nQ>=0.4<nB> of relevance for 
heavy-ion collisions

Goals: 
• Extension to highest possible μB
• Extension to μS & μQ≠0
• Implementation into the MUSES engine

21/33

Extrapolated to finite μB Direct  simulationsμB

HotQCD: Taylor method WB: , alternative 
expansion method

iμB WB: reweighting method

➤ New methods being explored
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Hadron Resonance Gas Update

➤ The low temperature thermodynamics is well-described by the Hadron Resonance 
Gas model but hadronic spectrum still unknown 

➤ Update list of resonances from Particle Data Group (PDG) 

➤ Improved agreement with lattice when including more  
states: PDG2021+ 

➤ Decays compatible with SMASH 
 

12

J. Salinas San Martin Poster

3

decay channels. However, the new version of the list has
some notable di↵erences with respect to its predecessor.
An extensive revision of the PDG2016+ was carried out,
updating the values of mass and width, as well as de-
cay channels and branching ratios to the most recent ex-
perimental data available. For increasingly heavy reso-
nances, information on particle properties such as spin
and parity, and branching ratios becomes less certain;
in several instances, the reported experimental branch-
ing ratios do not add up to 1. Although the formation
of heavy resonances is exponentially suppressed, the han-
dling of their decays can potentially have an e↵ect on the
final spectra of stable particles. Previously, for example,
the PDG2016+ list assigned a ⇠ 80–90% branching ra-
tio to decays of the form N2 ! N1 + �, where N2 and
N1 are hadrons with the same quantum numbers as a
substitute for missing decay channels, while splitting the
remaining percentage between available values. [jordi:
Paolo will tweak the language to make it correct].
In contrast, the PDG2021+ contemplates the experimen-
tally reported values without modification, only adding
radiative decays as a complement to obtain the totality
of decays.

The most common approach in thermal and hadronic
transport models that take hadronic spectra as input
has been to include only the most well-established res-
onances. Notably, SMASH uses an up-to-date set of es-
tablished hadrons while also allowing for the possibility
of including more particles as necessary. Figure 1 shows
the spectra comparison per baryon family between the
PDG2021+, PDG2016+, and SMASH hadronic lists3.
The extended lists contain several resonances that re-
quire additional experimental support and are subject to
change in properties and quantum numbers. Most no-
ticeably, these extended lists add in high-mass states for
every family when compared to the default SMASH col-
lection of particles. We also highlight the incorporation
of a new, relatively light, ⌦ baryon at m ' 2012 MeV on
the PDG2021+ list with respect to PDG2016+; due to
the small number of states in this family, the contribution
represents a 25% increase on the number of triple-strange
hadrons.

Alongside with changes on the number of particles and
their respective decays, the PDG2021+ list also intro-
duces some changes on the PID of resonances. Since
SMASH uses the particle identification number to work
out the quark content of a baryon, a consistent treatment
of the numbering scheme is necessary to implement the
hadronic list into the model. The details on the proposed
numbering scheme can be found on Appendix A.

3 SMASH version 2.2 was used for all results presented in this
paper.
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FIG. 1. Comparison of baryon resonance mass spectra
per family between the new PDG2021+ (red), previous
PDG2016+ (green), and SMASH (blue) hadronic lists. Par-
ticle lists based on the latest experimental data available in-
clude states that are not completely established and are sub-
ject to change in their existence and properties.

A. Hadronic spectrum

The statistical bootstrap model is an approach that
aims at characterizing nuclear matter, where the in-
teractions among hadrons are thought to be well ap-
proximated by the formation of more massive hadronic
resonances, leading to a description of a gas of non-
interacting heavy states. The information on the com-
position of and how rapidly these heavier states decay is
contained in the density of states ⇢(m) that arises as the
solution to the bootstrap condition,

⇢(m, V0) = �(m � m0) +
X

N

1

N !
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(2⇡)3

�N�1

⇥
Z NY
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⇥
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3pi
⇤
�4
 
X

i

pi � p

!
,

(1)

where m0 is the mass of the lightest hadron of the spec-
trum and V0 is the size of the system. Hagedorn realized

J. Salinas San Martin, R. Hirayama, J. Hammelmann, J.M. Karthein et al, arXiv:2309.01737B-field effects: G. Mukherjee Poster
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➤ Probe the hadronic phase: beyond additional states, also investigate interactions that 
improve agreement with lattice 

➤ Include repulsive interactions for baryons & antibaryons: 

Interacting Hadron Resonance Gas

13

See also: D. Bollweg et al (HotQCD collaboration), PRD (2021) J.M. Karthein, V. Koch, C. Ratti, V. Vovchenko, PRD (2021)
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FIG. 1. Temperature dependence of second order susceptibility ratios �BS
11 /�B

2 and �BQ
11 /�B

2 . Continuum extrapolated lattice
results from Refs. [39, 54] are shown by the black points with error bars, while the calculations within the EV-HRG model
are the curves for di↵erent hadronic lists. This combination of susceptibilities leads to the cancellation of the excluded volume
parameter, b.

B. Fourth-order cumulants and excluded volume

In addition to the extra states, we also want to place
limits on the excluded volume parameter, b. This can
be done by considering ratios of fourth-to-second order
susceptibilities. The following three ratios are all equal
in the EV-HRG model under consideration and sensitive
to the EV parameter b:
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BQ
31

�
BQ
11

= 1 regardless

of the inclusion of any additional hadronic states. The
suppression of these ratios relative to unity, on the other
hand, is directly sensitive to the EV interactions and can
be used to constrain the EV parameter b. Furthermore,
the fact that all three ratios are predicted to be equal
within the model allows us to probe the limits of validity
of the model, which would be signaled by the point where
the equality among these three ratios no longer holds in
the lattice data.

Figure 2 depicts the results of the calculation of the
ratios �

B

4 /�
B

2 , �
BS

31 /�
BS

11 and �
BQ

31 /�
BQ

11 within the EV-
HRG model for range b = 0.4 � 1 fm3 of the EV pa-
rameter values. The three ratios all coincide with one
another, as expected, and exhibit minimal dependence
on the hadronic list utilized. Therefore, these particu-
lar quantities are indeed sensitive mainly to the excluded
volume repulsive interactions rather than to the hadronic
spectrum used in the HRG model. In Fig. 2 we compare
the calculations in the EV-HRG model with various par-
ticle lists to lattice data at N⌧ = 12 from the Wuppertal-
Budapest collaboration [42], in the temperature range
T = 135� 170 MeV. Since not all of the available lattice

FIG. 2. Temperature dependence of fourth-to-second order
susceptibility ratios �B

4 /�
B
2 , �

BS
31 /�BS

11 , and �BQ
31 /�BQ

11 , pre-
dicted to be equal in the EV-HRG model. The lattice data
at finite lattice spacing N⌧ = 12 from Ref. [42] are shown
as grayscale symbols with error bars, while the calculations
within the EV-HRG model are shown as bands for a range
of excluded volume parameter, b, and for di↵erent hadronic
lists. The ideal HRG result is given by the horizontal line at
unity.

data are continuum extrapolated, we choose this larger
lattice spacing for the comparisons and avoid construct-
ing ratios that would be a mixture of results at finite N⌧

and in the continuum limit. The qualitative behavior of
the three ratios is very similar in the whole temperature
range considered. Quantitatively, we see that at temper-
atures below 150 MeV the three ratios sit on top of each
other. This is expected, although the lattice error bars
are relatively sizable at those temperatures.
Statistically significant di↵erences between the three

susceptibility ratios in the lattice data emerge at
T & 160 MeV. On the one hand, this may be a reflec-
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the fact that all three ratios are predicted to be equal
within the model allows us to probe the limits of validity
of the model, which would be signaled by the point where
the equality among these three ratios no longer holds in
the lattice data.

Figure 2 depicts the results of the calculation of the
ratios �

B

4 /�
B

2 , �
BS

31 /�
BS

11 and �
BQ

31 /�
BQ

11 within the EV-
HRG model for range b = 0.4 � 1 fm3 of the EV pa-
rameter values. The three ratios all coincide with one
another, as expected, and exhibit minimal dependence
on the hadronic list utilized. Therefore, these particu-
lar quantities are indeed sensitive mainly to the excluded
volume repulsive interactions rather than to the hadronic
spectrum used in the HRG model. In Fig. 2 we compare
the calculations in the EV-HRG model with various par-
ticle lists to lattice data at N⌧ = 12 from the Wuppertal-
Budapest collaboration [42], in the temperature range
T = 135� 170 MeV. Since not all of the available lattice

FIG. 2. Temperature dependence of fourth-to-second order
susceptibility ratios �B

4 /�
B
2 , �

BS
31 /�BS

11 , and �BQ
31 /�BQ

11 , pre-
dicted to be equal in the EV-HRG model. The lattice data
at finite lattice spacing N⌧ = 12 from Ref. [42] are shown
as grayscale symbols with error bars, while the calculations
within the EV-HRG model are shown as bands for a range
of excluded volume parameter, b, and for di↵erent hadronic
lists. The ideal HRG result is given by the horizontal line at
unity.

data are continuum extrapolated, we choose this larger
lattice spacing for the comparisons and avoid construct-
ing ratios that would be a mixture of results at finite N⌧

and in the continuum limit. The qualitative behavior of
the three ratios is very similar in the whole temperature
range considered. Quantitatively, we see that at temper-
atures below 150 MeV the three ratios sit on top of each
other. This is expected, although the lattice error bars
are relatively sizable at those temperatures.
Statistically significant di↵erences between the three

susceptibility ratios in the lattice data emerge at
T & 160 MeV. On the one hand, this may be a reflec-

pEV
B(B̄) =

T
b

W[b ∑
i∈B

m2
i T2

2π2
K2(mi/T) exp(±μi/T)] =

T
b

W(ϰB)

Need specific quantities that are 
sensitive to excluded volume:

➤ weak dependence on particle 
spectrum 

➤ identical EV corrections
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EoS for BES

➤ Combine Lattice + HRG equation of state and incorporate universal scaling features 
into the QCD phase diagram from the 3D Ising Model equation of state

Equation of state for QCD with a critical point

4

Up to !("B4):
P. Parotto, DM, et al PRC (2020)

• Map a parameterization of the 3D Ising model critical point to QCD variables 
(BEST EoS): 

P(T, μB) = T4 ∑
n

cNon−Ising
n (T )( μB

T )
n

+ PQCD
crit (T, μB)

• Reconstruct QCD pressure via Taylor 
expansion using coefficients extracted on the 
lattice: T4cLAT

n (T ) = T4cNon−Ising
n (T ) + cIsing

n (T )

Up to !("B4) + strangeness neutrality:
J.M. Karthein, DM, et al EPJ+ (2021)

• Reduce number of free parameters by 
imposing:
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• Reduce number of free parameters by 
imposing:
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➤ Reconstruct the pressure via Taylor 
expansion coefficients from Lattice QCD

➤ Reduce free parameters by imposing 
constraints from Lattice
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See also: G. Basar Tues., T. Welle Poster

➤ Further constrain with future experimental 
data
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BEST EoS Used to Calculate in Equilibrium: 𝜅B

➤ Calculate  from BEST EoS to study critical lensing and effect of mapping 
parameters 

κ4
B

15

Critical Lensing and the Search for the QCD Critical Point

➤ Critical lensing: critical point (CP) 
is an attractor of trajectories in the 
QCD phase diagram. 

➤ Study how the size and shape of 
the critical region affects these 
trajectories within the Equation 
of State with a critical point 
from the 

➤ Critical regions extending along 
the T-direction show a stronger 
lensing effect 

T. Dore, J.M. Karthein, Isaac Long, D. Mroczek, Jaki Noronha-Hostler, Paolo Parotto, Claudia Ratti, Yukari Yamauchi, arXiv:2207.04086, submitted to Phys. Rev. D

Critical lensing in equilibrium 

10

T. Dore, DM, 
et al 

2207.04086

Along the crossover, we have 

 

 

T(μB) → dμB

d(s/n) ∼ (wρ)r

Small  results in smaller 
separation.

ρ, w

Critical regions 
extending along the T 

direction show a 
stronger lensing effect

CP CP CP

CP CP CP

CP CP CP

Stretched 
in T

Stretched in μB

Equation of state for QCD with a critical point

4

Up to !("B4):
P. Parotto, DM, et al PRC (2020)

• Map a parameterization of the 3D Ising model critical point to QCD variables 
(BEST EoS): 

P(T, μB) = T4 ∑
n

cNon−Ising
n (T )( μB

T )
n

+ PQCD
crit (T, μB)

• Reconstruct QCD pressure via Taylor 
expansion using coefficients extracted on the 
lattice: T4cLAT

n (T ) = T4cNon−Ising
n (T ) + cIsing

n (T )

Up to !("B4) + strangeness neutrality:
J.M. Karthein, DM, et al EPJ+ (2021)

• Reduce number of free parameters by 
imposing:

Jamie Karthein + collaborators

Stretched 
in T

Stretched in μB

κ4
B

➤ Small smaller separation 

➤ Critical regions extending along 
the T-direction show a stronger 
signal and lensing effect 

w, ρ →

Critical lensing in equilibrium 

10

T. Dore, DM, 
et al 

2207.04086

Along the crossover, we have 

 

 

T(μB) → dμB

d(s/n) ∼ (wρ)r

Small  results in smaller 
separation.

ρ, w

Critical regions 
extending along the T 

direction show a 
stronger lensing effect T. Dore, J.M. Karthein, D. Mroczek 

et al, PRD (2022)
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BEST EoS Used to Calculate in Equilibrium: 𝛚p

➤ Use mapping from BEST EoS to calculate particle multiplicity fluctuations 

➤ Update equilibrium estimates from 2010 with input from universality, including new 
equilibrium results for correlation length to : 

➤ Use in combination with known Ising fluctuations to extract the higher point couplings 
for the critical equation of state

𝒪(ϵ2)

16

gξ(θ) = gξ(0)(1 −
5
18

ϵθ2 + [ 1
972

(24I − 25)θ2 +
1

324
(4I + 41)θ4]ϵ2)),

8

is the relativistic gamma-factor of the particle with mass
m with a given momentum k.3 We see from Eqs. (2.7)-
(2.9) that these correlators, and hence the cumulants that
we will obtain from them, are proportional to powers of
the correlation length ⇠ and so peak at the critical point.

Now let us turn to mixed pion-proton correlators. The
2 pion - 2 proton correlator is given by

hh�n⇡
k1
�n⇡

k2
�np

k3
�np

k4
ii�

=
6d2⇡d

2
p

V 3T

 
2

✓
�3

m�

◆2

� �4

!✓
g⇡ gp
m4

�

◆2 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

=
6d2⇡d

2
p

V 3T 2

⇣
2�̃2

3 � �̃4

⌘
g2⇡g

2
p⇠

7 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

. (2.13)

The prescription for obtaining other mixed correlators
from the correlators (2.7 - 2.9) should be clear: each
particle brings its own corresponding factor d g v2k/�k to
the expression in, e.g., Eq. (2.9). In this way, the 1 pion
- 3 proton and 3 pion - 1 proton mixed correlators can
be obtained from Eq. (2.9), the 1 pion - 2 proton and 2
pion - 1 proton mixed correlators can be obtained from
Eq. (2.8), and the 1 pion - 1 proton can be obtained from
Eq. (2.7).

Another useful fluctuating quantity to consider is the
net proton number correlators (the net proton number is
defined as the number of protons minus the number of
anti-protons: Np�p̄ = Np � Np̄). In order to obtain the
corresponding correlators one can begin with the similar
correlators for the protons and replace vp 2

k with (vp 2
k �

vp̄ 2
k ), where vp̄ 2

k is the occupation number variance for
anti-protons. (See, e.g., Ref. [30]).

In the next section we will use these correlators to eval-
uate cumulants of particle multiplicity distributions for
pions, protons and net protons and see how they can be
used to locate the critical point.

B. Energy dependence of pion, proton, net proton,

and mixed pion/proton multiplicity cumulants

In this section we will concentrate on cumulants of the
particle multiplicity distributions and how they vary as
we change the location of the critical point and change
the value of parameters. Another application of the cor-
relators given in the previous section is the calculation
of the critical point e↵ect on higher moments of the fluc-
tuation of mean transverse momentum pT . We find that
the critical contribution to pT fluctuations is rather small
(e.g., smaller than the enhancement due to Bose statis-
tics) and thus not as useful in the search of the critical
point. Details can be found in Appendix B.

3
A note on subscript/superscript notation: we denote momentum

subscripts with a bold letter k. Subscripts/superscripts denoting
particle type, e.g. p for protons, will be in normal typeface.

Now let us focus on how one can obtain higher cumu-
lants of the particle multiplicity distributions using the
correlators found in the previous section. As an example,
let us evaluate the critical contribution to the normalized
fourth cumulant of the proton multiplicity distribution,
!4p defined in (1.13). The total multiplicity Np is just
the sum of all occupation numbers nk, thus (see ref. [24])

4p,� = hh(�Np)
4ii� (2.14)

= V 4

Z

k1

Z

k2

Z

k3

Z

k4

hh�np
k1
�np

k2
�np

k3
�np

k4
ii� ,

where
Z

k
⌘
Z

d3k

(2⇡)3
. (2.15)

As we discussed in Section I.A, see (1.13), we normalize
the cumulant by dividing by the total proton multiplic-
ity Np. To simplify notation below, it is convenient to
introduce the proton and pion number densities

np ⌘ hNpi
V

= dp

Z

k
hnp

ki

=
1

⇡2

Z 1

mp

dE E
q

E2 �m2
p

e(E�µB)/T + 1
(2.16)

n⇡ ⌘ hN⇡i
V

= d⇡

Z

k
hn⇡

ki

=
1

⇡2

Z 1

m⇡

dE E
p

E2 �m2
⇡

eE/T � 1
. (2.17)

The result we find for the normalized cumulant can then
be written as

!4p, � =
6 (2�̃2

3 � �̃4)

T 2np
⇠7
 
dp gp

Z

k

vp 2
k

�p
k

!4

. (2.18)

We can see from expressions (2.7) - (2.9) that higher cu-
mulants are proportional to higher powers of ⇠ and thus
increase by a larger factor near the critical point where ⇠
becomes large. For example, the third and fourth cu-
mulants are proportional to ⇠9/2 and ⇠7, respectively.
If the correlation length ⇠ increases from ⇠ 0.5 fm to
⇠max = 2 fm as in Section I.B, these cumulants are sub-
stantially enhanced — as we have seen in the plots in
Section I.C.
With an explicit expression for !4p,� in hand, we can

now write our general result for !ipj⇡,� in (1.15). We
can also include !ip,� and !j⇡,� defined as in (1.13) and
(1.12) in the notation via setting j = 0 or i = 0 in !ipj⇡,�.
We obtain

!ipj⇡ = �i,0 + �j,0 +
�̃0
r (r � 1)!

T r/2

↵i
p

ni/r
p

↵j
⇡

nj/r
⇡

⇠
5
2 r�3 (2.19)

= �i,0 + �j,0 + !prefactor
ipj⇡

✓
np

n0

◆i� i
r
✓

⇠

⇠max

◆ 5
2 r�3

,

I ≡ ∫
1

0

ln[x(1 − x)]
1 − x(1 − x)

dx

C. Athanasiou, K. Rajagopal, M. Stephanov, PRD (2010) 
J.M. Karthein, M. Pradeep, K. Rajagopal, M. Stephanov, 
Y. Yin, to appear

ξ2(M, t) = R−2νgξ(θ)
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On the sign of kurtosis near the QCD critical point

M. A. Stephanov
Department of Physics, University of Illinois, Chicago, Illinois 60607, USA

We point out that the quartic cumulant (and kurtosis) of the order parameter fluctuations is uni-
versally negative when the critical point is approached on the crossover side of the phase separation
line. As a consequence, the kurtosis of a fluctuating observable, such as, e.g., proton multiplicity,
may become smaller than the value given by independent Poisson statistics. We discuss implications
for the Beam Energy Scan program at RHIC.

INTRODUCTION

Mapping the QCD phase diagram as a function of
temperature T and baryochemical potential µB is one
of the fundamental goals of heavy-ion collision experi-
ments. QCD critical point is a distinct singular feature
of the phase diagram. It is a ubiquitous property of QCD
models based on the chiral symmetry breaking dynamics
(see, e.g., Ref.[1] for a review and further references). Lo-
cating the point using first-principle lattice calculations
is a formidable challenge (see, e.g., Ref.[2] for a recent
review and references). If the critical point is situated in
the region accessible to heavy-ion collision experiments
it can be discovered experimentally. The search for the
critical point is planned at the Relativistic Heavy Ion
Collider (RHIC) at BNL, the Super Proton Synchrotron
(SPS) at CERN, the future Facility for Antiproton and
Ion Research (FAIR) at GSI, and Nuclotron-based Ion
Collider Facility (NICA) in Dubna (see, e.g., Ref.[3]).

The characteristic feature of a critical point is the di-
vergence of the correlation length ξ and of the magnitude
of the fluctuations. The simplest measures of fluctuations
in heavy-ion collisions are the variances of the event-by-
event observables such as multiplicities or mean trans-
verse momenta of particles. The singular, critical con-
tribution to these variances diverges as (approximately)
ξ2, and would manifest in a non-monotonic dependence
of such measures as the critical point is passed by during
the beam energy scan [4, 5]. In realistic heavy ion colli-
sion the divergence of ξ is cut-off by the effects of critical
slowing down [5, 6], and the estimates of the maximum
correlation length are in the range of at most 2 − 3 fm,
compared to the natural 0.5−1 fm away from the critical
point. However, higher, non-Gaussian, moments of the
fluctuations depend much more sensitively on ξ, accord-
ing to Ref.[7]. For example, the 4-th moment grows as
ξ7 near the critical point, making it an attractive exper-
imental tool. In this paper we follow up on the results
of Ref.[7] to point out that the sign of the 4-th moment
could be negative as the critical point is approached from
the crossover side of the QCD phase transition.

The sign of various moments have been discussed in
the literature in related contexts: see, e.g., discussion of
the sign of the 3-rd moment in Ref.[8] or the 6-th and 8-th
moments in Ref.[9] and also numerical lattice calculations

in Ref.[10] where the possible sign change of kurtosis is
noted.
In this paper we shall address specifically the sign of

the 4-th moment (or kurtosis) and do it in a more uni-
versal and quantitative way than has been done previ-
ously, by using the known parametric form of the univer-
sal equation of state near the critical point. We empha-
size universality of the behavior of the kurtosis and draw
experimental consequences from these results.

KURTOSIS AND UNIVERSAL EFFECTIVE
POTENTIAL

Let us begin, as in Ref.[1], by describing fluctuations of
the order parameter field σ(x) near a critical point using
the probability distribution

P [σ] ∼ exp {−Ω[σ]/T } , (1)

where Ω is the effective action (free energy) functional for
the field σ, which can be expanded in powers of σ as well
as in the gradients (we chose σ = 0 at the minimum):

Ω =

∫

d3x

[

(∇σ)2

2
+

m2
σ

2
σ2 +

λ3

3
σ3 +

λ4

4
σ4 + . . .

]

.

(2)
Calculating 2-point correlator 〈σ(x)σ(0)〉 we find that
the correlation length ξ = m−1

σ . For the moments of the
zero momentum mode σV ≡

∫

d3xσ(x) in a system of
volume V we find at tree level

κ2 = 〈σ2
V 〉 = V T ξ2 ; κ3 = 〈σ3

V 〉 = 2λ3V T 2 ξ6 ;

κ4 = 〈σ4
V 〉c = 6V T 3 [ 2(λ3ξ)

2 − λ4 ] ξ
8 .

(3)

where 〈σ4
V 〉c ≡ 〈σ4

V 〉−3〈σ2
V 〉2 denotes the connected 4-th

central moment (the 4-th cumulant). The critical point
is characterized by ξ → ∞. The central observation in
Ref.[7] was that the higher moments (cumulants) κ3 and
κ4 diverge with ξ much faster than the quadratic moment
κ2. Here we shall point out that the sign of the 4-th
moment κ4 is negative in a certain sector near the critical
point. More precisely, the 4-th cumulant is negative when
the critical point is approached from the crossover side.
Let us demonstrate this in several complementary ways.
A simple way to see why the kurtosis is negative is by

following the evolution of the probability distribution of
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it can be discovered experimentally. The search for the
critical point is planned at the Relativistic Heavy Ion
Collider (RHIC) at BNL, the Super Proton Synchrotron
(SPS) at CERN, the future Facility for Antiproton and
Ion Research (FAIR) at GSI, and Nuclotron-based Ion
Collider Facility (NICA) in Dubna (see, e.g., Ref.[3]).
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vergence of the correlation length ξ and of the magnitude
of the fluctuations. The simplest measures of fluctuations
in heavy-ion collisions are the variances of the event-by-
event observables such as multiplicities or mean trans-
verse momenta of particles. The singular, critical con-
tribution to these variances diverges as (approximately)
ξ2, and would manifest in a non-monotonic dependence
of such measures as the critical point is passed by during
the beam energy scan [4, 5]. In realistic heavy ion colli-
sion the divergence of ξ is cut-off by the effects of critical
slowing down [5, 6], and the estimates of the maximum
correlation length are in the range of at most 2 − 3 fm,
compared to the natural 0.5−1 fm away from the critical
point. However, higher, non-Gaussian, moments of the
fluctuations depend much more sensitively on ξ, accord-
ing to Ref.[7]. For example, the 4-th moment grows as
ξ7 near the critical point, making it an attractive exper-
imental tool. In this paper we follow up on the results
of Ref.[7] to point out that the sign of the 4-th moment
could be negative as the critical point is approached from
the crossover side of the QCD phase transition.
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the sign of the 3-rd moment in Ref.[8] or the 6-th and 8-th
moments in Ref.[9] and also numerical lattice calculations

in Ref.[10] where the possible sign change of kurtosis is
noted.
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the 4-th moment (or kurtosis) and do it in a more uni-
versal and quantitative way than has been done previ-
ously, by using the known parametric form of the univer-
sal equation of state near the critical point. We empha-
size universality of the behavior of the kurtosis and draw
experimental consequences from these results.

KURTOSIS AND UNIVERSAL EFFECTIVE
POTENTIAL

Let us begin, as in Ref.[1], by describing fluctuations of
the order parameter field σ(x) near a critical point using
the probability distribution

P [σ] ∼ exp {−Ω[σ]/T } , (1)

where Ω is the effective action (free energy) functional for
the field σ, which can be expanded in powers of σ as well
as in the gradients (we chose σ = 0 at the minimum):
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Calculating 2-point correlator 〈σ(x)σ(0)〉 we find that
the correlation length ξ = m−1

σ . For the moments of the
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∫
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where 〈σ4
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V 〉2 denotes the connected 4-th

central moment (the 4-th cumulant). The critical point
is characterized by ξ → ∞. The central observation in
Ref.[7] was that the higher moments (cumulants) κ3 and
κ4 diverge with ξ much faster than the quadratic moment
κ2. Here we shall point out that the sign of the 4-th
moment κ4 is negative in a certain sector near the critical
point. More precisely, the 4-th cumulant is negative when
the critical point is approached from the crossover side.
Let us demonstrate this in several complementary ways.
A simple way to see why the kurtosis is negative is by
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versally negative when the critical point is approached on the crossover side of the phase separation
line. As a consequence, the kurtosis of a fluctuating observable, such as, e.g., proton multiplicity,
may become smaller than the value given by independent Poisson statistics. We discuss implications
for the Beam Energy Scan program at RHIC.

INTRODUCTION

Mapping the QCD phase diagram as a function of
temperature T and baryochemical potential µB is one
of the fundamental goals of heavy-ion collision experi-
ments. QCD critical point is a distinct singular feature
of the phase diagram. It is a ubiquitous property of QCD
models based on the chiral symmetry breaking dynamics
(see, e.g., Ref.[1] for a review and further references). Lo-
cating the point using first-principle lattice calculations
is a formidable challenge (see, e.g., Ref.[2] for a recent
review and references). If the critical point is situated in
the region accessible to heavy-ion collision experiments
it can be discovered experimentally. The search for the
critical point is planned at the Relativistic Heavy Ion
Collider (RHIC) at BNL, the Super Proton Synchrotron
(SPS) at CERN, the future Facility for Antiproton and
Ion Research (FAIR) at GSI, and Nuclotron-based Ion
Collider Facility (NICA) in Dubna (see, e.g., Ref.[3]).

The characteristic feature of a critical point is the di-
vergence of the correlation length ξ and of the magnitude
of the fluctuations. The simplest measures of fluctuations
in heavy-ion collisions are the variances of the event-by-
event observables such as multiplicities or mean trans-
verse momenta of particles. The singular, critical con-
tribution to these variances diverges as (approximately)
ξ2, and would manifest in a non-monotonic dependence
of such measures as the critical point is passed by during
the beam energy scan [4, 5]. In realistic heavy ion colli-
sion the divergence of ξ is cut-off by the effects of critical
slowing down [5, 6], and the estimates of the maximum
correlation length are in the range of at most 2 − 3 fm,
compared to the natural 0.5−1 fm away from the critical
point. However, higher, non-Gaussian, moments of the
fluctuations depend much more sensitively on ξ, accord-
ing to Ref.[7]. For example, the 4-th moment grows as
ξ7 near the critical point, making it an attractive exper-
imental tool. In this paper we follow up on the results
of Ref.[7] to point out that the sign of the 4-th moment
could be negative as the critical point is approached from
the crossover side of the QCD phase transition.

The sign of various moments have been discussed in
the literature in related contexts: see, e.g., discussion of
the sign of the 3-rd moment in Ref.[8] or the 6-th and 8-th
moments in Ref.[9] and also numerical lattice calculations

in Ref.[10] where the possible sign change of kurtosis is
noted.
In this paper we shall address specifically the sign of

the 4-th moment (or kurtosis) and do it in a more uni-
versal and quantitative way than has been done previ-
ously, by using the known parametric form of the univer-
sal equation of state near the critical point. We empha-
size universality of the behavior of the kurtosis and draw
experimental consequences from these results.

KURTOSIS AND UNIVERSAL EFFECTIVE
POTENTIAL

Let us begin, as in Ref.[1], by describing fluctuations of
the order parameter field σ(x) near a critical point using
the probability distribution

P [σ] ∼ exp {−Ω[σ]/T } , (1)

where Ω is the effective action (free energy) functional for
the field σ, which can be expanded in powers of σ as well
as in the gradients (we chose σ = 0 at the minimum):

Ω =

∫

d3x

[

(∇σ)2

2
+

m2
σ

2
σ2 +

λ3

3
σ3 +

λ4

4
σ4 + . . .

]

.

(2)
Calculating 2-point correlator 〈σ(x)σ(0)〉 we find that
the correlation length ξ = m−1

σ . For the moments of the
zero momentum mode σV ≡

∫

d3xσ(x) in a system of
volume V we find at tree level

κ2 = 〈σ2
V 〉 = V T ξ2 ; κ3 = 〈σ3

V 〉 = 2λ3V T 2 ξ6 ;

κ4 = 〈σ4
V 〉c = 6V T 3 [ 2(λ3ξ)

2 − λ4 ] ξ
8 .

(3)

where 〈σ4
V 〉c ≡ 〈σ4

V 〉−3〈σ2
V 〉2 denotes the connected 4-th

central moment (the 4-th cumulant). The critical point
is characterized by ξ → ∞. The central observation in
Ref.[7] was that the higher moments (cumulants) κ3 and
κ4 diverge with ξ much faster than the quadratic moment
κ2. Here we shall point out that the sign of the 4-th
moment κ4 is negative in a certain sector near the critical
point. More precisely, the 4-th cumulant is negative when
the critical point is approached from the crossover side.
Let us demonstrate this in several complementary ways.
A simple way to see why the kurtosis is negative is by

following the evolution of the probability distribution of
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expressed in terms of the reduced temperature r and the
rescaled magnetic field h. The map of the description
of critical fluctuations in terms of r and h to T and µ

is non-universal, and is a significant source of system-
atic uncertainty in treatments of critical dynamics in the
QCD critical regime. This uncertainty, coupled with our
ignorance of ⌧rel, provide fundamental obstacles to quan-
titative studies of real time critical dynamics in QCD.

Indeed, because of the importance of non-equilibrium
e↵ects, lattice studies of equilibrium cumulants, while of
fundamental importance, may not be su�cient. These
must be accompanied by progress in non-equilibrium
studies of the QCD critical regime. One promising ap-
proach is the use of classical statistical real time simula-
tions [46, 47] that have also previously been applied to
studying the non-equilibrium dynamics of the very ear-
liest stages of high energy heavy-ion collisions [48, 49].
Detailed dynamical models of the space-time evolution
of heavy-ion collisions as a function of beam energy are
also very important. In particular, models that build in
the transport of conserved charges and reproduce bulk
features of these collisions such as particle spectra can
place strong constraints on the parameter space for the
non-equilibrium evolution of cumulants.

In this work, we have concentrated on critical dynam-
ics on the cross-over side of the critical regime. From the
perspective of a critical point search, this approach is ap-
propriate because it is easier in both experiments and in
lattice gauge theory computations to extend explorations
of the QCD phase diagram starting from the regime of
high temperatures and low baryon chemical potentials.
However, if a critical point is localized, it would be of
great interest to understand non-equilibrium dynamics
on the first-order side of phase diagram. In this regard,
applying the framework discussed here from the cross-
over critical regime to the first-order critical regime of
the QCD phase diagram is a useful extension to be pur-
sued in future studies.
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Appendix A: Parametric representation of
equilibrium cumulants in the Ising critical regime

In this section, we explain the parameterization of the
equilibrium cumulants M eq(r, h),eq

n (r, h), n = 2, 3, 4, . . .
in the critical regime in terms of the Ising variables r and
h used in this paper. For this purpose, we only need to
know the equilibrium magnetization M

eq(r, h) as equilib-
rium cumulants can be computed by taking derivatives

of M eq(r, h) with respect to h at fixed r,


eq
n+1 =

1

(V4H0)n

✓
@
n
M

eq(r, h)

@hn

◆

r

. n = 1, 2, 3, . . .

(A1)
Here H0 is a dimensionful parameter (of mass dimen-
sion 3) which relates reduced magnetic field h to the un-
reduced magnetic field.
To parametrize M eq(r, h), we use the linear parametric

model [35, 50]. In this parametrization, one introduces
two new variables R, ✓ which are related to (dimension-
less) Ising variable r, h as

r(R, ✓) = R(1� ✓
2) , h(R, ✓) = �hR

��
h̃(✓) , (A2)

Following Ref. [11], we will use

h̃(✓) = 3✓


1�

✓
(� � 1)(1� 2�)

(� � 3)

◆
✓
2

�
. (A3)

Here �, � are standard critical exponents and we will use
the values obtained from mean field theory, � = 1/3, � =
5. In these R, ✓ variables, ✓ = 0 corresponds to the
crossover line and |✓| =

p
3/2 corresponds to the co-

existence (first order transition) line. The equilibrium
“magnetization” M

eq
0 (r, h)(or �0) is given by

M
eq(R, ✓) = M0R

�
✓ , (A4)

where M0 sets the scale of “magnetization”. The
parametrization introduced describes the equation of
state with a precision su�cient for our purpose.
We now compute 

eq
n using Eq. (A1) and Eq. (A4).

Explicitly, we have


eq
2 (R, ✓) =

M0

V4H0

1

R4/3(3 + 2✓2)
, (A5)


eq
3 (R, ✓) =

�M0

(V4H0)2
4✓(9 + ✓

2)

R3(3� ✓2)(3 + 2✓2)3
, (A6)


eq
4 (R, ✓) =

�12M0

(V4H0)3

⇥

�
81� 783✓2 + 105✓4 � 5✓6 + 2✓8

�

R14/3(3� ✓2)3(3 + 2✓2)5
.(A7)

Finally, we convert 
eq
n (R, ✓) into 

eq
n (r, h) using

Eq. (A2). We note that M/MA, ⇠/⇠min, S/SA,K/KA as
presented in this paper does not depend on the choice of
dimensionful normalization M0, H0.

Appendix B: Detailed derivation of Eqs. (2.20)

We present here a detailed derivation of Eqs. (2.20).
It is convenient to introduce the generating function of
cumulants,

G(�; ⌧) = log [Z(�; ⌧)] . Z(�; ⌧) ⌘ he
���

i . (B1)
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𝒪(ϵ2)

17

gξ(θ) = gξ(0)(1 −
5
18

ϵθ2 + [ 1
972

(24I − 25)θ2 +
1

324
(4I + 41)θ4]ϵ2)),

8

is the relativistic gamma-factor of the particle with mass
m with a given momentum k.3 We see from Eqs. (2.7)-
(2.9) that these correlators, and hence the cumulants that
we will obtain from them, are proportional to powers of
the correlation length ⇠ and so peak at the critical point.

Now let us turn to mixed pion-proton correlators. The
2 pion - 2 proton correlator is given by

hh�n⇡
k1
�n⇡

k2
�np

k3
�np

k4
ii�

=
6d2⇡d

2
p

V 3T

 
2

✓
�3

m�

◆2

� �4

!✓
g⇡ gp
m4

�

◆2 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

=
6d2⇡d

2
p

V 3T 2

⇣
2�̃2

3 � �̃4

⌘
g2⇡g

2
p⇠

7 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

. (2.13)

The prescription for obtaining other mixed correlators
from the correlators (2.7 - 2.9) should be clear: each
particle brings its own corresponding factor d g v2k/�k to
the expression in, e.g., Eq. (2.9). In this way, the 1 pion
- 3 proton and 3 pion - 1 proton mixed correlators can
be obtained from Eq. (2.9), the 1 pion - 2 proton and 2
pion - 1 proton mixed correlators can be obtained from
Eq. (2.8), and the 1 pion - 1 proton can be obtained from
Eq. (2.7).

Another useful fluctuating quantity to consider is the
net proton number correlators (the net proton number is
defined as the number of protons minus the number of
anti-protons: Np�p̄ = Np � Np̄). In order to obtain the
corresponding correlators one can begin with the similar
correlators for the protons and replace vp 2

k with (vp 2
k �

vp̄ 2
k ), where vp̄ 2

k is the occupation number variance for
anti-protons. (See, e.g., Ref. [30]).

In the next section we will use these correlators to eval-
uate cumulants of particle multiplicity distributions for
pions, protons and net protons and see how they can be
used to locate the critical point.

B. Energy dependence of pion, proton, net proton,

and mixed pion/proton multiplicity cumulants

In this section we will concentrate on cumulants of the
particle multiplicity distributions and how they vary as
we change the location of the critical point and change
the value of parameters. Another application of the cor-
relators given in the previous section is the calculation
of the critical point e↵ect on higher moments of the fluc-
tuation of mean transverse momentum pT . We find that
the critical contribution to pT fluctuations is rather small
(e.g., smaller than the enhancement due to Bose statis-
tics) and thus not as useful in the search of the critical
point. Details can be found in Appendix B.

3
A note on subscript/superscript notation: we denote momentum

subscripts with a bold letter k. Subscripts/superscripts denoting
particle type, e.g. p for protons, will be in normal typeface.

Now let us focus on how one can obtain higher cumu-
lants of the particle multiplicity distributions using the
correlators found in the previous section. As an example,
let us evaluate the critical contribution to the normalized
fourth cumulant of the proton multiplicity distribution,
!4p defined in (1.13). The total multiplicity Np is just
the sum of all occupation numbers nk, thus (see ref. [24])

4p,� = hh(�Np)
4ii� (2.14)

= V 4

Z

k1

Z

k2

Z

k3

Z

k4

hh�np
k1
�np

k2
�np

k3
�np

k4
ii� ,

where
Z

k
⌘
Z

d3k

(2⇡)3
. (2.15)

As we discussed in Section I.A, see (1.13), we normalize
the cumulant by dividing by the total proton multiplic-
ity Np. To simplify notation below, it is convenient to
introduce the proton and pion number densities

np ⌘ hNpi
V

= dp

Z

k
hnp

ki

=
1

⇡2

Z 1

mp

dE E
q

E2 �m2
p

e(E�µB)/T + 1
(2.16)

n⇡ ⌘ hN⇡i
V

= d⇡

Z

k
hn⇡

ki

=
1

⇡2

Z 1

m⇡

dE E
p

E2 �m2
⇡

eE/T � 1
. (2.17)

The result we find for the normalized cumulant can then
be written as

!4p, � =
6 (2�̃2

3 � �̃4)

T 2np
⇠7
 
dp gp

Z

k

vp 2
k

�p
k

!4

. (2.18)

We can see from expressions (2.7) - (2.9) that higher cu-
mulants are proportional to higher powers of ⇠ and thus
increase by a larger factor near the critical point where ⇠
becomes large. For example, the third and fourth cu-
mulants are proportional to ⇠9/2 and ⇠7, respectively.
If the correlation length ⇠ increases from ⇠ 0.5 fm to
⇠max = 2 fm as in Section I.B, these cumulants are sub-
stantially enhanced — as we have seen in the plots in
Section I.C.
With an explicit expression for !4p,� in hand, we can

now write our general result for !ipj⇡,� in (1.15). We
can also include !ip,� and !j⇡,� defined as in (1.13) and
(1.12) in the notation via setting j = 0 or i = 0 in !ipj⇡,�.
We obtain

!ipj⇡ = �i,0 + �j,0 +
�̃0
r (r � 1)!

T r/2

↵i
p

ni/r
p

↵j
⇡

nj/r
⇡

⇠
5
2 r�3 (2.19)

= �i,0 + �j,0 + !prefactor
ipj⇡

✓
np

n0

◆i� i
r
✓

⇠

⇠max

◆ 5
2 r�3

,

I ≡ ∫
1

0

ln[x(1 − x)]
1 − x(1 − x)

dx

C. Athanasiou, K. Rajagopal, M. Stephanov, PRD (2010) 
J.M. Karthein, M. Pradeep, K. Rajagopal, M. Stephanov, 
Y. Yin, to appear

ξ2(M, t) = R−2νgξ(θ)
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We point out that the quartic cumulant (and kurtosis) of the order parameter fluctuations is uni-
versally negative when the critical point is approached on the crossover side of the phase separation
line. As a consequence, the kurtosis of a fluctuating observable, such as, e.g., proton multiplicity,
may become smaller than the value given by independent Poisson statistics. We discuss implications
for the Beam Energy Scan program at RHIC.

INTRODUCTION

Mapping the QCD phase diagram as a function of
temperature T and baryochemical potential µB is one
of the fundamental goals of heavy-ion collision experi-
ments. QCD critical point is a distinct singular feature
of the phase diagram. It is a ubiquitous property of QCD
models based on the chiral symmetry breaking dynamics
(see, e.g., Ref.[1] for a review and further references). Lo-
cating the point using first-principle lattice calculations
is a formidable challenge (see, e.g., Ref.[2] for a recent
review and references). If the critical point is situated in
the region accessible to heavy-ion collision experiments
it can be discovered experimentally. The search for the
critical point is planned at the Relativistic Heavy Ion
Collider (RHIC) at BNL, the Super Proton Synchrotron
(SPS) at CERN, the future Facility for Antiproton and
Ion Research (FAIR) at GSI, and Nuclotron-based Ion
Collider Facility (NICA) in Dubna (see, e.g., Ref.[3]).

The characteristic feature of a critical point is the di-
vergence of the correlation length ξ and of the magnitude
of the fluctuations. The simplest measures of fluctuations
in heavy-ion collisions are the variances of the event-by-
event observables such as multiplicities or mean trans-
verse momenta of particles. The singular, critical con-
tribution to these variances diverges as (approximately)
ξ2, and would manifest in a non-monotonic dependence
of such measures as the critical point is passed by during
the beam energy scan [4, 5]. In realistic heavy ion colli-
sion the divergence of ξ is cut-off by the effects of critical
slowing down [5, 6], and the estimates of the maximum
correlation length are in the range of at most 2 − 3 fm,
compared to the natural 0.5−1 fm away from the critical
point. However, higher, non-Gaussian, moments of the
fluctuations depend much more sensitively on ξ, accord-
ing to Ref.[7]. For example, the 4-th moment grows as
ξ7 near the critical point, making it an attractive exper-
imental tool. In this paper we follow up on the results
of Ref.[7] to point out that the sign of the 4-th moment
could be negative as the critical point is approached from
the crossover side of the QCD phase transition.

The sign of various moments have been discussed in
the literature in related contexts: see, e.g., discussion of
the sign of the 3-rd moment in Ref.[8] or the 6-th and 8-th
moments in Ref.[9] and also numerical lattice calculations

in Ref.[10] where the possible sign change of kurtosis is
noted.
In this paper we shall address specifically the sign of

the 4-th moment (or kurtosis) and do it in a more uni-
versal and quantitative way than has been done previ-
ously, by using the known parametric form of the univer-
sal equation of state near the critical point. We empha-
size universality of the behavior of the kurtosis and draw
experimental consequences from these results.

KURTOSIS AND UNIVERSAL EFFECTIVE
POTENTIAL

Let us begin, as in Ref.[1], by describing fluctuations of
the order parameter field σ(x) near a critical point using
the probability distribution

P [σ] ∼ exp {−Ω[σ]/T } , (1)

where Ω is the effective action (free energy) functional for
the field σ, which can be expanded in powers of σ as well
as in the gradients (we chose σ = 0 at the minimum):

Ω =

∫

d3x

[

(∇σ)2

2
+

m2
σ

2
σ2 +

λ3

3
σ3 +

λ4

4
σ4 + . . .

]

.

(2)
Calculating 2-point correlator 〈σ(x)σ(0)〉 we find that
the correlation length ξ = m−1

σ . For the moments of the
zero momentum mode σV ≡

∫

d3xσ(x) in a system of
volume V we find at tree level

κ2 = 〈σ2
V 〉 = V T ξ2 ; κ3 = 〈σ3

V 〉 = 2λ3V T 2 ξ6 ;

κ4 = 〈σ4
V 〉c = 6V T 3 [ 2(λ3ξ)

2 − λ4 ] ξ
8 .

(3)

where 〈σ4
V 〉c ≡ 〈σ4

V 〉−3〈σ2
V 〉2 denotes the connected 4-th

central moment (the 4-th cumulant). The critical point
is characterized by ξ → ∞. The central observation in
Ref.[7] was that the higher moments (cumulants) κ3 and
κ4 diverge with ξ much faster than the quadratic moment
κ2. Here we shall point out that the sign of the 4-th
moment κ4 is negative in a certain sector near the critical
point. More precisely, the 4-th cumulant is negative when
the critical point is approached from the crossover side.
Let us demonstrate this in several complementary ways.
A simple way to see why the kurtosis is negative is by

following the evolution of the probability distribution of
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temperature T and baryochemical potential µB is one
of the fundamental goals of heavy-ion collision experi-
ments. QCD critical point is a distinct singular feature
of the phase diagram. It is a ubiquitous property of QCD
models based on the chiral symmetry breaking dynamics
(see, e.g., Ref.[1] for a review and further references). Lo-
cating the point using first-principle lattice calculations
is a formidable challenge (see, e.g., Ref.[2] for a recent
review and references). If the critical point is situated in
the region accessible to heavy-ion collision experiments
it can be discovered experimentally. The search for the
critical point is planned at the Relativistic Heavy Ion
Collider (RHIC) at BNL, the Super Proton Synchrotron
(SPS) at CERN, the future Facility for Antiproton and
Ion Research (FAIR) at GSI, and Nuclotron-based Ion
Collider Facility (NICA) in Dubna (see, e.g., Ref.[3]).

The characteristic feature of a critical point is the di-
vergence of the correlation length ξ and of the magnitude
of the fluctuations. The simplest measures of fluctuations
in heavy-ion collisions are the variances of the event-by-
event observables such as multiplicities or mean trans-
verse momenta of particles. The singular, critical con-
tribution to these variances diverges as (approximately)
ξ2, and would manifest in a non-monotonic dependence
of such measures as the critical point is passed by during
the beam energy scan [4, 5]. In realistic heavy ion colli-
sion the divergence of ξ is cut-off by the effects of critical
slowing down [5, 6], and the estimates of the maximum
correlation length are in the range of at most 2 − 3 fm,
compared to the natural 0.5−1 fm away from the critical
point. However, higher, non-Gaussian, moments of the
fluctuations depend much more sensitively on ξ, accord-
ing to Ref.[7]. For example, the 4-th moment grows as
ξ7 near the critical point, making it an attractive exper-
imental tool. In this paper we follow up on the results
of Ref.[7] to point out that the sign of the 4-th moment
could be negative as the critical point is approached from
the crossover side of the QCD phase transition.

The sign of various moments have been discussed in
the literature in related contexts: see, e.g., discussion of
the sign of the 3-rd moment in Ref.[8] or the 6-th and 8-th
moments in Ref.[9] and also numerical lattice calculations

in Ref.[10] where the possible sign change of kurtosis is
noted.
In this paper we shall address specifically the sign of

the 4-th moment (or kurtosis) and do it in a more uni-
versal and quantitative way than has been done previ-
ously, by using the known parametric form of the univer-
sal equation of state near the critical point. We empha-
size universality of the behavior of the kurtosis and draw
experimental consequences from these results.

KURTOSIS AND UNIVERSAL EFFECTIVE
POTENTIAL

Let us begin, as in Ref.[1], by describing fluctuations of
the order parameter field σ(x) near a critical point using
the probability distribution

P [σ] ∼ exp {−Ω[σ]/T } , (1)

where Ω is the effective action (free energy) functional for
the field σ, which can be expanded in powers of σ as well
as in the gradients (we chose σ = 0 at the minimum):

Ω =
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d3x
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]

.

(2)
Calculating 2-point correlator 〈σ(x)σ(0)〉 we find that
the correlation length ξ = m−1

σ . For the moments of the
zero momentum mode σV ≡

∫

d3xσ(x) in a system of
volume V we find at tree level
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central moment (the 4-th cumulant). The critical point
is characterized by ξ → ∞. The central observation in
Ref.[7] was that the higher moments (cumulants) κ3 and
κ4 diverge with ξ much faster than the quadratic moment
κ2. Here we shall point out that the sign of the 4-th
moment κ4 is negative in a certain sector near the critical
point. More precisely, the 4-th cumulant is negative when
the critical point is approached from the crossover side.
Let us demonstrate this in several complementary ways.
A simple way to see why the kurtosis is negative is by
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ments. QCD critical point is a distinct singular feature
of the phase diagram. It is a ubiquitous property of QCD
models based on the chiral symmetry breaking dynamics
(see, e.g., Ref.[1] for a review and further references). Lo-
cating the point using first-principle lattice calculations
is a formidable challenge (see, e.g., Ref.[2] for a recent
review and references). If the critical point is situated in
the region accessible to heavy-ion collision experiments
it can be discovered experimentally. The search for the
critical point is planned at the Relativistic Heavy Ion
Collider (RHIC) at BNL, the Super Proton Synchrotron
(SPS) at CERN, the future Facility for Antiproton and
Ion Research (FAIR) at GSI, and Nuclotron-based Ion
Collider Facility (NICA) in Dubna (see, e.g., Ref.[3]).

The characteristic feature of a critical point is the di-
vergence of the correlation length ξ and of the magnitude
of the fluctuations. The simplest measures of fluctuations
in heavy-ion collisions are the variances of the event-by-
event observables such as multiplicities or mean trans-
verse momenta of particles. The singular, critical con-
tribution to these variances diverges as (approximately)
ξ2, and would manifest in a non-monotonic dependence
of such measures as the critical point is passed by during
the beam energy scan [4, 5]. In realistic heavy ion colli-
sion the divergence of ξ is cut-off by the effects of critical
slowing down [5, 6], and the estimates of the maximum
correlation length are in the range of at most 2 − 3 fm,
compared to the natural 0.5−1 fm away from the critical
point. However, higher, non-Gaussian, moments of the
fluctuations depend much more sensitively on ξ, accord-
ing to Ref.[7]. For example, the 4-th moment grows as
ξ7 near the critical point, making it an attractive exper-
imental tool. In this paper we follow up on the results
of Ref.[7] to point out that the sign of the 4-th moment
could be negative as the critical point is approached from
the crossover side of the QCD phase transition.

The sign of various moments have been discussed in
the literature in related contexts: see, e.g., discussion of
the sign of the 3-rd moment in Ref.[8] or the 6-th and 8-th
moments in Ref.[9] and also numerical lattice calculations

in Ref.[10] where the possible sign change of kurtosis is
noted.
In this paper we shall address specifically the sign of

the 4-th moment (or kurtosis) and do it in a more uni-
versal and quantitative way than has been done previ-
ously, by using the known parametric form of the univer-
sal equation of state near the critical point. We empha-
size universality of the behavior of the kurtosis and draw
experimental consequences from these results.

KURTOSIS AND UNIVERSAL EFFECTIVE
POTENTIAL

Let us begin, as in Ref.[1], by describing fluctuations of
the order parameter field σ(x) near a critical point using
the probability distribution

P [σ] ∼ exp {−Ω[σ]/T } , (1)

where Ω is the effective action (free energy) functional for
the field σ, which can be expanded in powers of σ as well
as in the gradients (we chose σ = 0 at the minimum):

Ω =
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d3x
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Calculating 2-point correlator 〈σ(x)σ(0)〉 we find that
the correlation length ξ = m−1

σ . For the moments of the
zero momentum mode σV ≡

∫

d3xσ(x) in a system of
volume V we find at tree level
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V 〉 = V T ξ2 ; κ3 = 〈σ3
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where 〈σ4
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V 〉2 denotes the connected 4-th

central moment (the 4-th cumulant). The critical point
is characterized by ξ → ∞. The central observation in
Ref.[7] was that the higher moments (cumulants) κ3 and
κ4 diverge with ξ much faster than the quadratic moment
κ2. Here we shall point out that the sign of the 4-th
moment κ4 is negative in a certain sector near the critical
point. More precisely, the 4-th cumulant is negative when
the critical point is approached from the crossover side.
Let us demonstrate this in several complementary ways.
A simple way to see why the kurtosis is negative is by
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temperature T and baryochemical potential µB is one
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ments. QCD critical point is a distinct singular feature
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models based on the chiral symmetry breaking dynamics
(see, e.g., Ref.[1] for a review and further references). Lo-
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The characteristic feature of a critical point is the di-
vergence of the correlation length ξ and of the magnitude
of the fluctuations. The simplest measures of fluctuations
in heavy-ion collisions are the variances of the event-by-
event observables such as multiplicities or mean trans-
verse momenta of particles. The singular, critical con-
tribution to these variances diverges as (approximately)
ξ2, and would manifest in a non-monotonic dependence
of such measures as the critical point is passed by during
the beam energy scan [4, 5]. In realistic heavy ion colli-
sion the divergence of ξ is cut-off by the effects of critical
slowing down [5, 6], and the estimates of the maximum
correlation length are in the range of at most 2 − 3 fm,
compared to the natural 0.5−1 fm away from the critical
point. However, higher, non-Gaussian, moments of the
fluctuations depend much more sensitively on ξ, accord-
ing to Ref.[7]. For example, the 4-th moment grows as
ξ7 near the critical point, making it an attractive exper-
imental tool. In this paper we follow up on the results
of Ref.[7] to point out that the sign of the 4-th moment
could be negative as the critical point is approached from
the crossover side of the QCD phase transition.
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the sign of the 3-rd moment in Ref.[8] or the 6-th and 8-th
moments in Ref.[9] and also numerical lattice calculations
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versal and quantitative way than has been done previ-
ously, by using the known parametric form of the univer-
sal equation of state near the critical point. We empha-
size universality of the behavior of the kurtosis and draw
experimental consequences from these results.

KURTOSIS AND UNIVERSAL EFFECTIVE
POTENTIAL

Let us begin, as in Ref.[1], by describing fluctuations of
the order parameter field σ(x) near a critical point using
the probability distribution

P [σ] ∼ exp {−Ω[σ]/T } , (1)

where Ω is the effective action (free energy) functional for
the field σ, which can be expanded in powers of σ as well
as in the gradients (we chose σ = 0 at the minimum):

Ω =
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(∇σ)2
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+
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Calculating 2-point correlator 〈σ(x)σ(0)〉 we find that
the correlation length ξ = m−1

σ . For the moments of the
zero momentum mode σV ≡

∫

d3xσ(x) in a system of
volume V we find at tree level

κ2 = 〈σ2
V 〉 = V T ξ2 ; κ3 = 〈σ3
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where 〈σ4
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V 〉−3〈σ2
V 〉2 denotes the connected 4-th

central moment (the 4-th cumulant). The critical point
is characterized by ξ → ∞. The central observation in
Ref.[7] was that the higher moments (cumulants) κ3 and
κ4 diverge with ξ much faster than the quadratic moment
κ2. Here we shall point out that the sign of the 4-th
moment κ4 is negative in a certain sector near the critical
point. More precisely, the 4-th cumulant is negative when
the critical point is approached from the crossover side.
Let us demonstrate this in several complementary ways.
A simple way to see why the kurtosis is negative is by

following the evolution of the probability distribution of
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expressed in terms of the reduced temperature r and the
rescaled magnetic field h. The map of the description
of critical fluctuations in terms of r and h to T and µ

is non-universal, and is a significant source of system-
atic uncertainty in treatments of critical dynamics in the
QCD critical regime. This uncertainty, coupled with our
ignorance of ⌧rel, provide fundamental obstacles to quan-
titative studies of real time critical dynamics in QCD.

Indeed, because of the importance of non-equilibrium
e↵ects, lattice studies of equilibrium cumulants, while of
fundamental importance, may not be su�cient. These
must be accompanied by progress in non-equilibrium
studies of the QCD critical regime. One promising ap-
proach is the use of classical statistical real time simula-
tions [46, 47] that have also previously been applied to
studying the non-equilibrium dynamics of the very ear-
liest stages of high energy heavy-ion collisions [48, 49].
Detailed dynamical models of the space-time evolution
of heavy-ion collisions as a function of beam energy are
also very important. In particular, models that build in
the transport of conserved charges and reproduce bulk
features of these collisions such as particle spectra can
place strong constraints on the parameter space for the
non-equilibrium evolution of cumulants.

In this work, we have concentrated on critical dynam-
ics on the cross-over side of the critical regime. From the
perspective of a critical point search, this approach is ap-
propriate because it is easier in both experiments and in
lattice gauge theory computations to extend explorations
of the QCD phase diagram starting from the regime of
high temperatures and low baryon chemical potentials.
However, if a critical point is localized, it would be of
great interest to understand non-equilibrium dynamics
on the first-order side of phase diagram. In this regard,
applying the framework discussed here from the cross-
over critical regime to the first-order critical regime of
the QCD phase diagram is a useful extension to be pur-
sued in future studies.
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Appendix A: Parametric representation of
equilibrium cumulants in the Ising critical regime

In this section, we explain the parameterization of the
equilibrium cumulants M eq(r, h),eq

n (r, h), n = 2, 3, 4, . . .
in the critical regime in terms of the Ising variables r and
h used in this paper. For this purpose, we only need to
know the equilibrium magnetization M

eq(r, h) as equilib-
rium cumulants can be computed by taking derivatives

of M eq(r, h) with respect to h at fixed r,


eq
n+1 =

1

(V4H0)n

✓
@
n
M

eq(r, h)

@hn

◆

r

. n = 1, 2, 3, . . .

(A1)
Here H0 is a dimensionful parameter (of mass dimen-
sion 3) which relates reduced magnetic field h to the un-
reduced magnetic field.
To parametrize M eq(r, h), we use the linear parametric

model [35, 50]. In this parametrization, one introduces
two new variables R, ✓ which are related to (dimension-
less) Ising variable r, h as

r(R, ✓) = R(1� ✓
2) , h(R, ✓) = �hR

��
h̃(✓) , (A2)

Following Ref. [11], we will use

h̃(✓) = 3✓


1�

✓
(� � 1)(1� 2�)

(� � 3)

◆
✓
2

�
. (A3)

Here �, � are standard critical exponents and we will use
the values obtained from mean field theory, � = 1/3, � =
5. In these R, ✓ variables, ✓ = 0 corresponds to the
crossover line and |✓| =

p
3/2 corresponds to the co-

existence (first order transition) line. The equilibrium
“magnetization” M

eq
0 (r, h)(or �0) is given by

M
eq(R, ✓) = M0R

�
✓ , (A4)

where M0 sets the scale of “magnetization”. The
parametrization introduced describes the equation of
state with a precision su�cient for our purpose.
We now compute 

eq
n using Eq. (A1) and Eq. (A4).

Explicitly, we have


eq
2 (R, ✓) =

M0

V4H0

1

R4/3(3 + 2✓2)
, (A5)


eq
3 (R, ✓) =

�M0

(V4H0)2
4✓(9 + ✓

2)

R3(3� ✓2)(3 + 2✓2)3
, (A6)


eq
4 (R, ✓) =

�12M0

(V4H0)3

⇥

�
81� 783✓2 + 105✓4 � 5✓6 + 2✓8

�

R14/3(3� ✓2)3(3 + 2✓2)5
.(A7)

Finally, we convert 
eq
n (R, ✓) into 

eq
n (r, h) using

Eq. (A2). We note that M/MA, ⇠/⇠min, S/SA,K/KA as
presented in this paper does not depend on the choice of
dimensionful normalization M0, H0.

Appendix B: Detailed derivation of Eqs. (2.20)

We present here a detailed derivation of Eqs. (2.20).
It is convenient to introduce the generating function of
cumulants,

G(�; ⌧) = log [Z(�; ⌧)] . Z(�; ⌧) ⌘ he
���

i . (B1)
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features of these collisions such as particle spectra can
place strong constraints on the parameter space for the
non-equilibrium evolution of cumulants.

In this work, we have concentrated on critical dynam-
ics on the cross-over side of the critical regime. From the
perspective of a critical point search, this approach is ap-
propriate because it is easier in both experiments and in
lattice gauge theory computations to extend explorations
of the QCD phase diagram starting from the regime of
high temperatures and low baryon chemical potentials.
However, if a critical point is localized, it would be of
great interest to understand non-equilibrium dynamics
on the first-order side of phase diagram. In this regard,
applying the framework discussed here from the cross-
over critical regime to the first-order critical regime of
the QCD phase diagram is a useful extension to be pur-
sued in future studies.
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Appendix A: Parametric representation of
equilibrium cumulants in the Ising critical regime

In this section, we explain the parameterization of the
equilibrium cumulants M eq(r, h),eq

n (r, h), n = 2, 3, 4, . . .
in the critical regime in terms of the Ising variables r and
h used in this paper. For this purpose, we only need to
know the equilibrium magnetization M

eq(r, h) as equilib-
rium cumulants can be computed by taking derivatives

of M eq(r, h) with respect to h at fixed r,


eq
n+1 =

1

(V4H0)n

✓
@
n
M

eq(r, h)

@hn

◆

r

. n = 1, 2, 3, . . .

(A1)
Here H0 is a dimensionful parameter (of mass dimen-
sion 3) which relates reduced magnetic field h to the un-
reduced magnetic field.
To parametrize M eq(r, h), we use the linear parametric

model [35, 50]. In this parametrization, one introduces
two new variables R, ✓ which are related to (dimension-
less) Ising variable r, h as

r(R, ✓) = R(1� ✓
2) , h(R, ✓) = �hR

��
h̃(✓) , (A2)

Following Ref. [11], we will use

h̃(✓) = 3✓


1�

✓
(� � 1)(1� 2�)

(� � 3)

◆
✓
2

�
. (A3)

Here �, � are standard critical exponents and we will use
the values obtained from mean field theory, � = 1/3, � =
5. In these R, ✓ variables, ✓ = 0 corresponds to the
crossover line and |✓| =

p
3/2 corresponds to the co-

existence (first order transition) line. The equilibrium
“magnetization” M

eq
0 (r, h)(or �0) is given by

M
eq(R, ✓) = M0R

�
✓ , (A4)

where M0 sets the scale of “magnetization”. The
parametrization introduced describes the equation of
state with a precision su�cient for our purpose.
We now compute 

eq
n using Eq. (A1) and Eq. (A4).

Explicitly, we have


eq
2 (R, ✓) =

M0

V4H0

1

R4/3(3 + 2✓2)
, (A5)


eq
3 (R, ✓) =

�M0

(V4H0)2
4✓(9 + ✓

2)

R3(3� ✓2)(3 + 2✓2)3
, (A6)


eq
4 (R, ✓) =

�12M0

(V4H0)3

⇥

�
81� 783✓2 + 105✓4 � 5✓6 + 2✓8

�

R14/3(3� ✓2)3(3 + 2✓2)5
.(A7)

Finally, we convert 
eq
n (R, ✓) into 

eq
n (r, h) using

Eq. (A2). We note that M/MA, ⇠/⇠min, S/SA,K/KA as
presented in this paper does not depend on the choice of
dimensionful normalization M0, H0.

Appendix B: Detailed derivation of Eqs. (2.20)

We present here a detailed derivation of Eqs. (2.20).
It is convenient to introduce the generating function of
cumulants,

G(�; ⌧) = log [Z(�; ⌧)] . Z(�; ⌧) ⌘ he
���

i . (B1)

∝
t



09/07/2023 J.M. Karthein - QCD at Finite Temperature and Density - Equation of State

➤ Re-evaluate equilibrium estimates for normalized cumulants                     with 
realistic critical EoS 

➤ Updates:  (dimensionless, -independent: )ξ, λ3, λ4 ξ λ̃3 = λ3T1/2ξ3/2, λ̃4 = λ4Tξ

18

3

We now define the cumulants of the event-by-event dis-
tribution of a single observable, say x. The second and
third cumulants are given by

2x ⌘ hhx2ii ⌘ h (�x)2 i (1.2)

3x ⌘ hhx3ii ⌘ h (�x)3 i , (1.3)

where we have introduced two equivalent notations for
the cumulants. The second cumulant 2x is the variance
of the distribution, while the skewness of the distribution

is given by 3x/
3/2
2x . The fourth cumulant is di↵erent

from the corresponding fourth moment:

4x ⌘ hhx4ii ⌘ h (�x)4 i � 3 h (�x)2 i2 . (1.4)

The kurtosis of the distribution is given by 4x/2
2x.

The defining property of the cumulants is their addi-
tivity for independent variables. For example, if a and
b are two independent random variables, then i(a+b) =
ia+ib. This property is easily seen from the cumulant
generating function

g(µ) = logheµ �xi , (1.5)

which is manifestly additive. The n’th cumulant of the
x-distribution is given by

nx =
@ng(µ)

@µn

����
µ=0

. (1.6)

Using the double bracket notation introduced above,
g(µ) = hheµxii. As a result of their additivity, cumulants
of extensive variables, such as Np or N⇡, are all them-
selves extensive, meaning that they are proportional to
the volume of the system V in the thermodynamic limit.

We shall also consider mixed cumulants, which gener-
alize the more familiar Gaussian measures of correlations
to non-Gaussian measures. These are generated by

g(µ, ⌫) ⌘
X

n,m

nxmy µn⌫m

m!n!
= logheµ �x+⌫ �yi , (1.7)

and, for example, are given by

1x1y ⌘ hhxyii = h �x �y i , (1.8)

1x2y ⌘ hhxy2ii = h �x (�y)2 i , (1.9)

2x2y ⌘ hhx2y2ii
= h (�x)2 (�y)2 i � 2h �x �y i2 � h (�x)2 i h (�y)2 i ,

(1.10)

1x3y ⌘ hhxy3ii
= h �x (�y)3 i � 3 h �x �y i h (�y)2 i . (1.11)

For two extensive variables x and y such mixed cumulants
are also extensive, proportional to V .
We have described how to obtain the cumulants ix,

jy and ixjy from a data set consisting of an ensemble
of events in each of which x and y have been measured.

We can now define the intensive normalized cumulants
that we shall analyze:

!i⇡ ⌘ i⇡

hN⇡i
, (1.12)

!ip ⌘ ip

hNpi
, (1.13)

!i(p�p̄) ⌘
i(p�p̄)

hNp +Np̄i
, (1.14)

!ipj⇡ ⌘ ipj⇡

hNpii/rhN⇡ij/r
, (1.15)

!i(p�p̄)j⇡ ⌘
i(p�p̄)j⇡

hNp +Np̄ii/rhN⇡ij/r
, (1.16)

where r ⌘ i+ j.
If N⇡, Np and Np̄ are statistically independent and

Gaussian distributed, then the !2’s in (1.12), (1.13) and
(1.14) are nonzero and all the other !’s vanish.
If N⇡, Np and Np̄ are statistically independent and

Poisson distributed, then all the !i’s in (1.12), (1.13)
and (1.14) with i � 2 are equal to 1, and all the mixed
cumulants vanish and therefore so do the !’s in (1.15)
and (1.16).
In this paper we shall calculate the contributions of

critical fluctuations to the normalized cumulants (1.12),
(1.13) and (1.14) for i = 2, 3 and 4 and the normalized
mixed cumulants (1.15) and (1.16) for i’s and j’s such
that r = 2, 3 and 4.

B. Dependence of ⇠ on µB

We shall close this Introduction (in Section I.C) by
illustrating possible experimental outcomes of measure-
ments of the cumulants defined in Section I.A, assuming
that the matter produced at the freezeout point of the
fireball evolution for some collision energy

p
s is near the

critical point. In Section I.C we shall present only results,
while the calculations involved are presented in Section
II. What we shall calculate in Section II is the contribu-
tion of critical fluctuations to the observables defined in
Section I.A, in terms of the correlation length ⇠. In order
to give an example of possible experimental outcomes, we
need to make an illustrative choice of how the correlation
length ⇠ that is achieved in a heavy ion collision depends
on µB .
To start, let us assume that the critical point occurs

at µc
B = 400 MeV. Let us also assume that because the

fireball only spends a finite time in the vicinity of the
critical point the correlation length reaches a maximum
value of ⇠max = 2 fm in the collisions in which the freeze-
out point is closest to the critical point during an energy
scan. We stress that our choices of µc

B and ⇠max are
arbitrary, made for illustrative purposes only, and are in
no way predictions.
How does the correlation length achieved in a heavy

ion collision depend on the µB at which the matter pro-
duced in the collision freezes out? Close to the critical

8

is the relativistic gamma-factor of the particle with mass
m with a given momentum k.3 We see from Eqs. (2.7)-
(2.9) that these correlators, and hence the cumulants that
we will obtain from them, are proportional to powers of
the correlation length ⇠ and so peak at the critical point.

Now let us turn to mixed pion-proton correlators. The
2 pion - 2 proton correlator is given by

hh�n⇡
k1
�n⇡

k2
�np

k3
�np

k4
ii�

=
6d2⇡d

2
p

V 3T

 
2

✓
�3

m�

◆2

� �4

!✓
g⇡ gp
m4

�

◆2 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

=
6d2⇡d

2
p

V 3T 2

⇣
2�̃2

3 � �̃4

⌘
g2⇡g

2
p⇠

7 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

. (2.13)

The prescription for obtaining other mixed correlators
from the correlators (2.7 - 2.9) should be clear: each
particle brings its own corresponding factor d g v2k/�k to
the expression in, e.g., Eq. (2.9). In this way, the 1 pion
- 3 proton and 3 pion - 1 proton mixed correlators can
be obtained from Eq. (2.9), the 1 pion - 2 proton and 2
pion - 1 proton mixed correlators can be obtained from
Eq. (2.8), and the 1 pion - 1 proton can be obtained from
Eq. (2.7).

Another useful fluctuating quantity to consider is the
net proton number correlators (the net proton number is
defined as the number of protons minus the number of
anti-protons: Np�p̄ = Np � Np̄). In order to obtain the
corresponding correlators one can begin with the similar
correlators for the protons and replace vp 2

k with (vp 2
k �

vp̄ 2
k ), where vp̄ 2

k is the occupation number variance for
anti-protons. (See, e.g., Ref. [30]).

In the next section we will use these correlators to eval-
uate cumulants of particle multiplicity distributions for
pions, protons and net protons and see how they can be
used to locate the critical point.

B. Energy dependence of pion, proton, net proton,

and mixed pion/proton multiplicity cumulants

In this section we will concentrate on cumulants of the
particle multiplicity distributions and how they vary as
we change the location of the critical point and change
the value of parameters. Another application of the cor-
relators given in the previous section is the calculation
of the critical point e↵ect on higher moments of the fluc-
tuation of mean transverse momentum pT . We find that
the critical contribution to pT fluctuations is rather small
(e.g., smaller than the enhancement due to Bose statis-
tics) and thus not as useful in the search of the critical
point. Details can be found in Appendix B.

3
A note on subscript/superscript notation: we denote momentum

subscripts with a bold letter k. Subscripts/superscripts denoting
particle type, e.g. p for protons, will be in normal typeface.

Now let us focus on how one can obtain higher cumu-
lants of the particle multiplicity distributions using the
correlators found in the previous section. As an example,
let us evaluate the critical contribution to the normalized
fourth cumulant of the proton multiplicity distribution,
!4p defined in (1.13). The total multiplicity Np is just
the sum of all occupation numbers nk, thus (see ref. [24])

4p,� = hh(�Np)
4ii� (2.14)

= V 4

Z

k1

Z

k2

Z

k3

Z

k4

hh�np
k1
�np

k2
�np

k3
�np

k4
ii� ,

where
Z

k
⌘
Z

d3k

(2⇡)3
. (2.15)

As we discussed in Section I.A, see (1.13), we normalize
the cumulant by dividing by the total proton multiplic-
ity Np. To simplify notation below, it is convenient to
introduce the proton and pion number densities

np ⌘ hNpi
V

= dp

Z

k
hnp

ki

=
1

⇡2

Z 1

mp

dE E
q

E2 �m2
p

e(E�µB)/T + 1
(2.16)

n⇡ ⌘ hN⇡i
V

= d⇡

Z

k
hn⇡

ki

=
1

⇡2

Z 1

m⇡

dE E
p

E2 �m2
⇡

eE/T � 1
. (2.17)

The result we find for the normalized cumulant can then
be written as

!4p, � =
6 (2�̃2

3 � �̃4)

T 2np
⇠7
 
dp gp

Z

k

vp 2
k

�p
k

!4

. (2.18)

We can see from expressions (2.7) - (2.9) that higher cu-
mulants are proportional to higher powers of ⇠ and thus
increase by a larger factor near the critical point where ⇠
becomes large. For example, the third and fourth cu-
mulants are proportional to ⇠9/2 and ⇠7, respectively.
If the correlation length ⇠ increases from ⇠ 0.5 fm to
⇠max = 2 fm as in Section I.B, these cumulants are sub-
stantially enhanced — as we have seen in the plots in
Section I.C.
With an explicit expression for !4p,� in hand, we can

now write our general result for !ipj⇡,� in (1.15). We
can also include !ip,� and !j⇡,� defined as in (1.13) and
(1.12) in the notation via setting j = 0 or i = 0 in !ipj⇡,�.
We obtain

!ipj⇡ = �i,0 + �j,0 +
�̃0
r (r � 1)!

T r/2

↵i
p

ni/r
p

↵j
⇡

nj/r
⇡

⇠
5
2 r�3 (2.19)

= �i,0 + �j,0 + !prefactor
ipj⇡

✓
np

n0

◆i� i
r
✓

⇠

⇠max

◆ 5
2 r�3

,

C. Athanasiou, K. Rajagopal, M. Stephanov, PRD (2010) 
J.M. Karthein, M. Pradeep, K. Rajagopal, M. Stephanov, 
Y. Yin, to appear

BEST EoS Used to Calculate in Equilibrium: 𝛚p

μB,C = 420 MeV

Δα = α2 − α1 = − 10

TC = 141 MeV

w = 8, ρ = 0.2

M. Pradeep Tues.
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We now define the cumulants of the event-by-event dis-
tribution of a single observable, say x. The second and
third cumulants are given by

2x ⌘ hhx2ii ⌘ h (�x)2 i (1.2)

3x ⌘ hhx3ii ⌘ h (�x)3 i , (1.3)

where we have introduced two equivalent notations for
the cumulants. The second cumulant 2x is the variance
of the distribution, while the skewness of the distribution

is given by 3x/
3/2
2x . The fourth cumulant is di↵erent

from the corresponding fourth moment:

4x ⌘ hhx4ii ⌘ h (�x)4 i � 3 h (�x)2 i2 . (1.4)

The kurtosis of the distribution is given by 4x/2
2x.

The defining property of the cumulants is their addi-
tivity for independent variables. For example, if a and
b are two independent random variables, then i(a+b) =
ia+ib. This property is easily seen from the cumulant
generating function

g(µ) = logheµ �xi , (1.5)

which is manifestly additive. The n’th cumulant of the
x-distribution is given by

nx =
@ng(µ)

@µn

����
µ=0

. (1.6)

Using the double bracket notation introduced above,
g(µ) = hheµxii. As a result of their additivity, cumulants
of extensive variables, such as Np or N⇡, are all them-
selves extensive, meaning that they are proportional to
the volume of the system V in the thermodynamic limit.

We shall also consider mixed cumulants, which gener-
alize the more familiar Gaussian measures of correlations
to non-Gaussian measures. These are generated by

g(µ, ⌫) ⌘
X

n,m

nxmy µn⌫m

m!n!
= logheµ �x+⌫ �yi , (1.7)

and, for example, are given by

1x1y ⌘ hhxyii = h �x �y i , (1.8)

1x2y ⌘ hhxy2ii = h �x (�y)2 i , (1.9)

2x2y ⌘ hhx2y2ii
= h (�x)2 (�y)2 i � 2h �x �y i2 � h (�x)2 i h (�y)2 i ,

(1.10)

1x3y ⌘ hhxy3ii
= h �x (�y)3 i � 3 h �x �y i h (�y)2 i . (1.11)

For two extensive variables x and y such mixed cumulants
are also extensive, proportional to V .
We have described how to obtain the cumulants ix,

jy and ixjy from a data set consisting of an ensemble
of events in each of which x and y have been measured.

We can now define the intensive normalized cumulants
that we shall analyze:

!i⇡ ⌘ i⇡

hN⇡i
, (1.12)

!ip ⌘ ip

hNpi
, (1.13)

!i(p�p̄) ⌘
i(p�p̄)

hNp +Np̄i
, (1.14)

!ipj⇡ ⌘ ipj⇡

hNpii/rhN⇡ij/r
, (1.15)

!i(p�p̄)j⇡ ⌘
i(p�p̄)j⇡

hNp +Np̄ii/rhN⇡ij/r
, (1.16)

where r ⌘ i+ j.
If N⇡, Np and Np̄ are statistically independent and

Gaussian distributed, then the !2’s in (1.12), (1.13) and
(1.14) are nonzero and all the other !’s vanish.
If N⇡, Np and Np̄ are statistically independent and

Poisson distributed, then all the !i’s in (1.12), (1.13)
and (1.14) with i � 2 are equal to 1, and all the mixed
cumulants vanish and therefore so do the !’s in (1.15)
and (1.16).
In this paper we shall calculate the contributions of

critical fluctuations to the normalized cumulants (1.12),
(1.13) and (1.14) for i = 2, 3 and 4 and the normalized
mixed cumulants (1.15) and (1.16) for i’s and j’s such
that r = 2, 3 and 4.

B. Dependence of ⇠ on µB

We shall close this Introduction (in Section I.C) by
illustrating possible experimental outcomes of measure-
ments of the cumulants defined in Section I.A, assuming
that the matter produced at the freezeout point of the
fireball evolution for some collision energy

p
s is near the

critical point. In Section I.C we shall present only results,
while the calculations involved are presented in Section
II. What we shall calculate in Section II is the contribu-
tion of critical fluctuations to the observables defined in
Section I.A, in terms of the correlation length ⇠. In order
to give an example of possible experimental outcomes, we
need to make an illustrative choice of how the correlation
length ⇠ that is achieved in a heavy ion collision depends
on µB .
To start, let us assume that the critical point occurs

at µc
B = 400 MeV. Let us also assume that because the

fireball only spends a finite time in the vicinity of the
critical point the correlation length reaches a maximum
value of ⇠max = 2 fm in the collisions in which the freeze-
out point is closest to the critical point during an energy
scan. We stress that our choices of µc

B and ⇠max are
arbitrary, made for illustrative purposes only, and are in
no way predictions.
How does the correlation length achieved in a heavy

ion collision depend on the µB at which the matter pro-
duced in the collision freezes out? Close to the critical

Utilize to make out-of-
equilibrium estimates: 

M. Pradeep Tues.
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is the relativistic gamma-factor of the particle with mass
m with a given momentum k.3 We see from Eqs. (2.7)-
(2.9) that these correlators, and hence the cumulants that
we will obtain from them, are proportional to powers of
the correlation length ⇠ and so peak at the critical point.

Now let us turn to mixed pion-proton correlators. The
2 pion - 2 proton correlator is given by

hh�n⇡
k1
�n⇡

k2
�np

k3
�np

k4
ii�

=
6d2⇡d

2
p

V 3T

 
2

✓
�3

m�

◆2

� �4

!✓
g⇡ gp
m4

�

◆2 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

=
6d2⇡d

2
p

V 3T 2

⇣
2�̃2

3 � �̃4

⌘
g2⇡g

2
p⇠

7 v⇡ 2
k1

�⇡
k1

v⇡ 2
k2

�⇡
k2

vp 2
k3

�p
k3

vp 2
k4

�p
k4

. (2.13)

The prescription for obtaining other mixed correlators
from the correlators (2.7 - 2.9) should be clear: each
particle brings its own corresponding factor d g v2k/�k to
the expression in, e.g., Eq. (2.9). In this way, the 1 pion
- 3 proton and 3 pion - 1 proton mixed correlators can
be obtained from Eq. (2.9), the 1 pion - 2 proton and 2
pion - 1 proton mixed correlators can be obtained from
Eq. (2.8), and the 1 pion - 1 proton can be obtained from
Eq. (2.7).

Another useful fluctuating quantity to consider is the
net proton number correlators (the net proton number is
defined as the number of protons minus the number of
anti-protons: Np�p̄ = Np � Np̄). In order to obtain the
corresponding correlators one can begin with the similar
correlators for the protons and replace vp 2

k with (vp 2
k �

vp̄ 2
k ), where vp̄ 2

k is the occupation number variance for
anti-protons. (See, e.g., Ref. [30]).

In the next section we will use these correlators to eval-
uate cumulants of particle multiplicity distributions for
pions, protons and net protons and see how they can be
used to locate the critical point.

B. Energy dependence of pion, proton, net proton,

and mixed pion/proton multiplicity cumulants

In this section we will concentrate on cumulants of the
particle multiplicity distributions and how they vary as
we change the location of the critical point and change
the value of parameters. Another application of the cor-
relators given in the previous section is the calculation
of the critical point e↵ect on higher moments of the fluc-
tuation of mean transverse momentum pT . We find that
the critical contribution to pT fluctuations is rather small
(e.g., smaller than the enhancement due to Bose statis-
tics) and thus not as useful in the search of the critical
point. Details can be found in Appendix B.

3
A note on subscript/superscript notation: we denote momentum

subscripts with a bold letter k. Subscripts/superscripts denoting
particle type, e.g. p for protons, will be in normal typeface.

Now let us focus on how one can obtain higher cumu-
lants of the particle multiplicity distributions using the
correlators found in the previous section. As an example,
let us evaluate the critical contribution to the normalized
fourth cumulant of the proton multiplicity distribution,
!4p defined in (1.13). The total multiplicity Np is just
the sum of all occupation numbers nk, thus (see ref. [24])

4p,� = hh(�Np)
4ii� (2.14)

= V 4

Z

k1

Z

k2

Z

k3

Z

k4

hh�np
k1
�np

k2
�np

k3
�np

k4
ii� ,

where
Z

k
⌘
Z

d3k

(2⇡)3
. (2.15)

As we discussed in Section I.A, see (1.13), we normalize
the cumulant by dividing by the total proton multiplic-
ity Np. To simplify notation below, it is convenient to
introduce the proton and pion number densities

np ⌘ hNpi
V

= dp

Z

k
hnp

ki

=
1

⇡2

Z 1

mp

dE E
q

E2 �m2
p

e(E�µB)/T + 1
(2.16)

n⇡ ⌘ hN⇡i
V

= d⇡

Z

k
hn⇡

ki

=
1

⇡2

Z 1

m⇡

dE E
p

E2 �m2
⇡

eE/T � 1
. (2.17)

The result we find for the normalized cumulant can then
be written as

!4p, � =
6 (2�̃2

3 � �̃4)

T 2np
⇠7
 
dp gp

Z

k

vp 2
k

�p
k

!4

. (2.18)

We can see from expressions (2.7) - (2.9) that higher cu-
mulants are proportional to higher powers of ⇠ and thus
increase by a larger factor near the critical point where ⇠
becomes large. For example, the third and fourth cu-
mulants are proportional to ⇠9/2 and ⇠7, respectively.
If the correlation length ⇠ increases from ⇠ 0.5 fm to
⇠max = 2 fm as in Section I.B, these cumulants are sub-
stantially enhanced — as we have seen in the plots in
Section I.C.
With an explicit expression for !4p,� in hand, we can

now write our general result for !ipj⇡,� in (1.15). We
can also include !ip,� and !j⇡,� defined as in (1.13) and
(1.12) in the notation via setting j = 0 or i = 0 in !ipj⇡,�.
We obtain

!ipj⇡ = �i,0 + �j,0 +
�̃0
r (r � 1)!

T r/2

↵i
p

ni/r
p

↵j
⇡

nj/r
⇡

⇠
5
2 r�3 (2.19)

= �i,0 + �j,0 + !prefactor
ipj⇡

✓
np

n0

◆i� i
r
✓

⇠

⇠max

◆ 5
2 r�3

,

C. Athanasiou, K. Rajagopal, M. Stephanov, PRD (2010) 
J.M. Karthein, M. Pradeep, K. Rajagopal, M. Stephanov, 
Y. Yin, to appear

BEST EoS Used to Calculate in Equilibrium: 𝛚p

μB,C = 420 MeV

Δα = α2 − α1 = − 10

TC = 141 MeV

w = 8, ρ = 0.2 ~500

M. Pradeep Tues.
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➤ Initial formulation from Taylor expansion limited to  MeV 
➤ Utilize new lattice QCD results from an alternative expansion scheme to cover a larger  

range in the phase diagram

μB ≤ 450
μB

BEST EoS Becomes MUSES Ising-AltExs EoS

20

A. Pásztor Mon., M. Kahangirwe Tues.
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FIG. 3. The (imaginary) strangeness density divided by
the baryon chemical potential (upper panel) and the second
strangeness susceptibility (lower panel) at simulated (imag-
inary) baryon chemical potentials. The points at µB = 0
(black) show the baryon- strangeness correlator �BS

11 (T ) (up-
per panel) and the second strangeness susceptibility �S

2 (T )
(lower panel), respectively.

A similar behavior is observed for other quantities too.
We show in Fig. 3 the first and second order fluctuations
of strangeness at imaginary baryon chemical potentials.
In analogy with Eq. (4) one has:

�S
1 (T, µ̂B)

µ̂B
= �BS

11 (T 0, 0) , (6)

�S
2 (T, µ̂B) = �S

2 (T
0, 0) ,

where T 0 is defined analogously to Eq. (5), albeit with
di↵erent  parameters.

In order to motivate our alternative summation
scheme, let us first consider a crude approximation that
we will later refine. We take Eq. (5) at face value
and use it together with Eq. (4) to obtain a well de-
fined �B

1 (T, µ̂B) function. We need a �B
2 (T, 0) function

as well, which we borrow from a deliberately simple fit
f(T ) = a+b arctan(c(T�d)) to our data on a 483⇥12 lat-
tice. In principle, we could not only calculate �B

1 (T, µ̂B)

at arbitrary µ̂B but, blindly believing Eq. (5), one could
calculate the higher µB-derivatives as well. While this
will not describe Nature precisely, it can serve as a test for
the Taylor expansion method. To this end, we took sev-
eral µ̂B-derivatives of our �B

1 (T, µ̂B) function and calcu-
lated its truncated Taylor series for the lowest four orders.
Here LO means just plotting �B

2 (T, 0). We compared our
mock curve (labelled as “full”) against its Taylor expan-
sion at three real values of the chemical potential (see
Fig. 4).
For µ̂B = 1, 2, the summation up to LO and NLO is

su�cient to perfectly reproduce the function. However,
as the chemical potential is increased, the Taylor expan-
sion carried as far as the NNNLO does not reproduce
the original function. On the one hand, convergence is
achieved more slowly; on the other hand, spurious ef-
fects appear, which generally manifest themselves in a
non-monotonicity of the function. These spurious e↵ects
in truncated Taylor series were pointed out also in Refs.
[55–57].
The picture emerging from this simple analysis is

rather suggestive, especially when compared to the re-
sults shown in Fig. 1 (right panel) obtained from actual
lattice data. We also note that this simple analysis does
not su↵er from the additional complications of signal ex-
traction for higher order expansion coe�cients, which in
turn play a relevant role in the real-data analysis.

III. FORMALISM

At vanishing chemical potential, it is possible to ex-
press the normalized baryon density as a Taylor expan-
sion:

�B
1

µ̂B
(T, µ̂B) = �B

2 (T, 0)+
µ̂2
B

6
�B
4 (T, 0)+

µ̂4
B

120
�B
6 (T, 0)+ · · ·

(7)

As we saw in Fig. 2, the behavior of �B
1

µ̂B
(T, µ̂B) at finite

chemical potential clearly resembles that of �B
2 (T, µ̂B),

although shifted/rescaled in temperature. As long as
�B
1 /µ̂B is a monotonic function of T , the finite density

physics can be encoded into the T 0(T, µ̂B) function. A
straightforward, but systematic generalization of Eq. (5)
reads:

T 0(T, µ̂B) = T
�
1 + BB

2 (T )µ̂2
B + BB

4 (T )µ̂4
B +O(µ̂6

B)
�
.

(8)
In the above equation, we introduced the new parameters
BB
2 (T ) and BB

4 (T ), which describe the shift/rescaling
of the temperature of �B

1 /µ̂B at finite µB . Analogous
parameters will be introduced below to for the case of
�S
1 /µ̂B (BS

2 and BS
4 ) and of �S

2 (SS
2 and SS

4 ) at finite
µB . In a way, this formalism replaces the fixed temper-
ature µB expansion by a fixed-observable temperature
expansion.
Having now two expressions, Eqs. (7) and (4), for the

same quantity we require their equality at each order in
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FIG. 4. Benchmarking various orders of the Taylor method assuming an equation of state, where the µB-dependence of �B
1 /µ̂B

consists of a simple shift in temperature. This equation of state is a somewhat simplified form of the observed behaviour.

the µ̂B expansion at µB = 0, having:

�B
4 (T ) = 6TBB

2 (T )
d�2

dT
, (9)

�B
6 (T ) = 60T 2(BB

2 )2(T )
d2�2

dT 2
+ 120TBB

4 (T )
d�2

dT
,

which in turn yields:

BB
2 (T ) =

1

6T

�B
4 (T )

�B
2
0
(T )

, (10)

BB
4 (T ) =

1

360�B
2
0
(T )

3

⇣
3�B

2
0
(T )

2
�B
6 (T )� 5�B

2
00
(T )�B

4 (T )
2
⌘

.

A similar treatment can be applied to the other observ-
ables. For the second order fluctuations including baryon
number and strangeness, one can consider:

�S
1

µ̂B
(T, µ̂B) = �BS

11 (T, 0)+
µ̂2
B

6
�BS
31 (T, 0)+

µ̂4
B

120
�BS
51 (T, 0)+· · ·

(11)
and:

�S
2 (T, µ̂B) = �S

2 (T, 0)+
µ̂2
B

2
�BS
22 (T, 0)+

µ̂4
B

24
�BS
42 (T, 0)+· · ·

(12)
Similarly as before, one can show that:

BS
2 (T ) =

1

6T

�BS
31 (T )

�BS
11

0
(T )

, (13)

BS
4 (T ) =

1

360�BS
11

0
(T )

3

⇣
3�BS

11
0
(T )

2
�BS
51 (T )

�5�BS
11

00
(T )�BS

31 (T )
2
⌘

,

and:

SS
2 (T ) =

1

2T

�BS
22 (T )

�S
2
0
(T )

, (14)

SS
4 (T ) =

1

24�S
2
0
(T )

3

⇣
�S
2
0
(T )

2
�BS
42 (T )

�3�S
2
00
(T )�BS

22 (T )
2
⌘
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FIG. 5. Evaluation of Eq. (10) on a coarse lattice with high
statistics. The resulting BB

2 (T ) shows a very mild tempera-
ture dependence in the transition region.

Before we embark into the discussion of the lattice
analysis, let us have an impression on the discussed quan-
tities. Eq. (10) gives a way to directly determine BB

2 (T )
and BB

4 (T ) using only µB = 0 data.
This approach might be subject to numerical problems,

especially in the case of BB
4 (T ), which is obtained as

the di↵erence of two competing terms. Notice, too, that
Eq. (10) contains temperature-derivatives of the �(T ) co-
e�cients, which may pose a numerical challenge, unless
the coe�cients are known at su�cient statistics and res-
olution in T .
On lattices where high statistics data taking is feasible,

we can investigate Eq. (10), at least for BB
2 . In the top

panel of Fig. 5 we compare the numerator and (rescaled)
denominator of Eq. (10), while their ratio BB

2 (T ) is
shown in the bottom panel. In the entire transition re-
gion the ratio is consistent with a constant, because the
peak in �B

4 (T ) is replicated in the temperature depen-
dence of �B

2 (T ). As opposed to the Taylor coe�cients,
BB
2 (T ) shows a very mild temperature dependence.
Finally we remark that very similar equations have
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A similar treatment can be applied to the other observ-
ables. For the second order fluctuations including baryon
number and strangeness, one can consider:
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Before we embark into the discussion of the lattice
analysis, let us have an impression on the discussed quan-
tities. Eq. (10) gives a way to directly determine BB

2 (T )
and BB

4 (T ) using only µB = 0 data.
This approach might be subject to numerical problems,

especially in the case of BB
4 (T ), which is obtained as

the di↵erence of two competing terms. Notice, too, that
Eq. (10) contains temperature-derivatives of the �(T ) co-
e�cients, which may pose a numerical challenge, unless
the coe�cients are known at su�cient statistics and res-
olution in T .
On lattices where high statistics data taking is feasible,

we can investigate Eq. (10), at least for BB
2 . In the top

panel of Fig. 5 we compare the numerator and (rescaled)
denominator of Eq. (10), while their ratio BB

2 (T ) is
shown in the bottom panel. In the entire transition re-
gion the ratio is consistent with a constant, because the
peak in �B

4 (T ) is replicated in the temperature depen-
dence of �B

2 (T ). As opposed to the Taylor coe�cients,
BB
2 (T ) shows a very mild temperature dependence.
Finally we remark that very similar equations have
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be in agreement with theoretical and experimental (low-energy nuclear physics, heavy-ion

collisions, and astrophysics) results in the relevant regimes.

FIG. 1. Regions of the QCD phase diagram where constraints from heavy-ion collisions (HIC),

lattice QCD (LQCD), perturbative QCD (pQCD), low-energy heavy-ion collisions (LENP), chiral

e↵ective field theory (�EFT), and astrophysics (neutron stars, NS) are available.

E. Experimental constraints: heavy-ion collisions

In the laboratory, heavy-ion collisions probe finite temperatures in the range of T ⇠ 50�

650 MeV, depending on the center of mass beam energy
p
sNN , such that higher

p
sNN probe

high temperatures and lower
p
sNN probe lower temperatures. The temperature and density

of the system vary in space and time throughout the evolution, which is the hottest at early

times. Depending on the choice of the experimental observables, one can obtain information

at di↵erent temperatures and densities within the collisions. The final distribution of hadrons

reflects the temperature and chemical potentials at chemical freeze-out (although certain

14
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Phase diagram from holography

Phase diagram

• Dilaton and electric fields at horizon: �0

and �1 fully specify the physical state.

• Lines of constant �0 can cross.

• Metastable states, spinodal lines.

• Critical point: where crossings start.
Fast algorithm to find CP!

• Maxwell construction: first-order line.
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MH, J. Grefa, T.A. Manning. J. Noronha, J. Noronha-Hostler, I. Portillo, C. Ratti, R. Rougemont,

M. Trujillo, arXiv:2309.00579.

Mauŕıcio Hippert (UIUC) Bayesian-Holographic QCD CP Quark Matter 2023 7 / 14

Black hole engineering

Einstein-Maxwell-Dilaton model

• Breaking of conformal symmetry: dilaton field �.

• Dual to baryon chemical potential µ: Abelian gauge field Aµ.

• Action:

S =
1

22
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#
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• Two potentials, V (�) and f(�), tweaked to fit lattice QCD results.

S. S. Gubser and A. Nellore, PRD 78 (2008)
O. DeWolfe, S. S. Gubser and C. Rosen, PRD 83 (2011)

R. Critelli, J. Noronha, J. Noronha-Hostler, I. Portillo, C. Ratti, R. Rougemont, PRD 96 (2017)
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M. Hippert Tues., J. Grefa Wed. 

Holographic Equation of State for QCD

21

Holographic model: theory

Black-Hole Engineering: Theory

• Gauge-gravity duality.
J. M. Maldacena, Adv. Theor. Math. Phys. 2 (1998)

• 5D bulk: Classical gravity with
asymptotically Anti-deSitter (AdS5)
geometry.

• 3+1D Boundary: Strongly coupled
fluid in Minkowski spacetime.

• AdS radius r: ⇠ RG energy scale.

• Black-hole horizon at r = 0: Infrared.
Hawking temperature.

Mauŕıcio Hippert (UIUC) Bayesian-Holographic QCD CP WWND 2023 3 / 23
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sNN , such that higher

p
sNN probe

high temperatures and lower
p
sNN probe lower temperatures. The temperature and density

of the system vary in space and time throughout the evolution, which is the hottest at early

times. Depending on the choice of the experimental observables, one can obtain information

at di↵erent temperatures and densities within the collisions. The final distribution of hadrons

reflects the temperature and chemical potentials at chemical freeze-out (although certain
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➤ Alternatively, study critical features in the equation of state via the strongly-coupled 
black-hole-engineering approach 

➤ Constrained to mimic the lattice QCD equation of state at zero density 
➤ Provides an estimate for the location of the critical point
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I. QCD Phase Diagram along  

➤ Lattice QCD 

➤ Hadronic Gas  

➤ EoS for Heavy-ion Collisions 

II. QCD Phase Diagram along  

➤ Chiral EFT & pQCD 

➤ Extracting dense matter EoS 

➤ Neutron stars & heavy-ion collisions
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➤ Theory predicts  equation of state around nuclear densities and at 
asymptotically high densities, while neutron stars live in between 

➤ Connect the two regimes with interpolation/regression

T = 0

23

First-principles Dense Matter Equation of State
T. Gorda Mon.

NEUTRON STARS AND MERGERS
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Einstein 
Telescope

Perturbative QCD

Kurkela, Vuorinen  PRL 117 (2016)

Hard Loop EFT:

Chiral effective theory

Andersen	et	al.,	PRD	(2002);

Annala et	al.,	Nat.	Ph.	(2020)
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Further Thermodynamics of Dense Matter EoS

➤ Probe the neutron star equation of state with behavior of further quantities that 
affect the mass-radius curves 

➤ Does  exceed 1/3 conformal value? 

➤ Is there a phase transition to quark matter within neutron stars?

c2
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24

C. Sasaki Wed.
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Figure 1. Probability density functions (PDFs) of the speed of sound (left panel) and trace anomaly (right panel) as functions
of the energy density. The red, dash-dotted lines show the averages of these quantities. Vertical lines show the median and 1�
credibility region for the position of the peak in c2s (green solid and dotted lines), values at the center of maximally massive
NSs (blue solid and dashed lines), and the position of the peak in �̂B (purple solid and dash-dotted lines). Horizontal, black
lines mark the conformal values of c2s = 1/3 (left panel) and � = 0 (right panel).

obtain nB,peak = 0.54+0.09
�0.07 fm�3 which corresponds to

µB,peak = 1.283+0.090
�0.070 GeV.

The behavior of the speed of sound shown in Fig. 1 is
very di↵erent from that obtained in QCD matter at finite
temperature [46, 47]. Based on the first principle lattice
QCD (LQCD) calculations, it is known that c2s never ex-
ceeds the conformal limit and exhibits a minimum at the
critical energy density ✏c = 0.42± 0.06 GeV/fm3, where
chiral symmetry is partially restored and quarks are de-
confined [48, 49]. Decrease of c2s with energy density
towards its minimum from the hadronic side is linked to
attractive interactions with resonance formation [49, 50].
Very di↵erent behavior in a cold nuclear matter of c2s is
due to the dominance of repulsive interactions which im-
plies increasing c2s with energy density towards its max-
imum [51]. Considering that quark deconfinement could
be linked to a non-monotonic behavior of c2s, one can
identify the maximum of c2s as being due to a phase
change from nuclear to quark or quarkyonic matter.

Phenomenologically, deconfinement can be linked to
the percolation of hadrons of a given size [35, 52–55].
Relating the peak in the speed of sound to the perco-
lation threshold in QCD, one can estimate the critical
density at which nucleons start to overlap. In percolation
theory of objects with constant volume V0 = (4/3)⇡R3

0
,

this critical density is given by nper
c = 1.22/V0 [35]. Re-

cently, the proton mass radius was extracted from the
experimental data of � photoproduction measured by
CLAS [56] and LEPS [57] collaborations. The average
from these experiments yields R0 = 0.80 ± 0.05 fm forp
s 2 [2.02, 2.29] GeV. [58] 1. Consequently, this yields

nper
c = 0.57+0.12

�0.09 fm�3, which is remarkably consistent

1 We note that the proton radius is still not well established and
can be as small as 0.55 fm (see, e.g., Fig. 9 in Ref. [58])

with nB,peak = 0.54+0.09
�0.07 fm�3 where c2s reaches its max-

imum.

The extracted parameters of the energy density and
particle density corresponding to the percolation thresh-
old in the NS EoS can be compared with the values ob-
tained in hot QCD matter at the chiral crossover tem-
perature Tpc = 156.5 ± 1.5 MeV, where quarks are de-
confined. From the discussion above, it is clear that the
energy density at the peak position of the speed of sound
is of the same order as the LQCD critical energy den-
sity ✏c = 0.42± 0.06 GeV/fm3 at deconfinement [48]. It
is interesting to note that ✏c corresponds to the energy
density inside the nucleon, ✏0 ' mN/V0. Indeed, con-
sidering the nucleon mass radius r0 ' 0.8 fm, one gets
✏0 ' 0.44 GeV/fm3.

Particle density nc in QCD matter at Tpc can be es-
timated based on the thermal model analyses of parti-
cle production in heavy ion collisions and experimental
data [59, 60]. There it was shown that in Pb-Pb col-
lisions at

p
s = 2.76 TeV hadrons are produced at the

QCD phase boundary at Tpc from the fireball of volume
V = 4175 ± 380 fm3 [35, 59, 60]. Taking the ratio of
number of hadrons per unit of rapidity Nt = 2486± 146,
measured by ALICE collaboration, and the above fire-
ball volume, one gets nc = 0.596 ± 0.065 fm�3. This
value is consistent with the critical percolation density
and the extracted density nB,peak at the peak position of
the speed of sound.

Following the above discussion, one can conclude that
the appearance of the maximum in speed of sound in
the interior of NSs can be attributed to the change of
medium composition, from hadronic to quark or quarky-
onic matter. Thus, purely hadronic NS EoS has limited
applicability up to the extracted critical percolation con-
ditions. These are of the same order as found in QCD
at finite temperature and vanishing or small baryon den-
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sions [32–37]. In particular, fluctuations have been pro-
posed to probe the QCD critical point (CP) in the beam
energy scan programs at the Relativistic Heavy Ion Col-
lider at Brookhaven National Laboratory and the Super
Proton Synchrotron at CERN, as well as the remnants
of the criticality at vanishing and finite baryon densi-
ties [37–40]. In general, it is expected that cumulants of
conserved charges are sensitive to critical fluctuations. In
QCD, chiral CP belongs to the Z(2) universality class;
thus, it is expected for the fluctuations to diverge at CP,
which makes them useful probes of remnants of critical
behavior in the relativistic heavy-ion collisions. It has
also been recently argued that at low temperatures and
large baryon densities, experimentally measured cumu-
lants may allow for direct measurement of the sound ve-
locity [41].

In this work, we demonstrate that matter inside the
cores of maximally massive NSs becomes almost confor-
mal. We analyze the properties of the speed-of-sound
and the net-baryon number susceptibility in the context
of medium composition and possible critical behavior or
its remnants. In particular, we link the observed behav-
ior of the speed of sound with the percolation of nucleons
and the emergence of quark or quarkyonic matter.

METHODS

We construct an ensemble of EoSs based on the
piecewise-linear speed-of-sound parametrization intro-
duced in [15]. The model has been already used in sev-
eral other works [42–44]. Here, we follow the prescrip-
tion provided in Ref. [43]. At densities nB < 0.5 nsat,
we use the Baym-Pethick-Sutherland (BPS) EoS [45]. In
the range (0.5 � 1.1) nsat, we use the monotrope EoS,
P = Kn�

B , where � 2 (1.77, 3.23) is sampled randomly
and K is matched with the BPS EoS at 0.5 nsat. At
densities nB & 40 nsat, we use the pQCD results for
the pressure, density, and speed of sound of cold quark
matter in �-equilibrium [5]. The density and speed of
sound can be calculated straightforwardly from the pres-
sure. In this work, we use the pQCD results down to
µpQCD = 2.6 GeV.

At densities 1.1 nsat  nB  n(µpQCD) we use the
piecewise-linear parametrization of the speed of sound:

c2s(µ) =
(µi+1 � µ) c2s,i + (µ� µi) c2s,i+1

µi+1 � µi
, (5)

where µi  µ  µi+1. We generate N pairs of µi and c2s,i,
where µi 2 [µ(n0), µpQCD] and c2s,i 2 [0, 1]. The values of
µ1 and c2s,1 are fixed by the values of the monotrope EoS
at n0 = 1.1 nsat, and µN = µpQCD.

The net-baryon number density can be expressed as

nB(µ) = n0 exp

µZ

µ0

d⌫
1

⌫ c2s(⌫)
, (6)

where n0 = 1.1 nsat and µ0 = µ(n0). Integrating Eq. (6)
gives the pressure:

p(µ) = p0 +

µZ

µ0

d⌫ nB(⌫), (7)

where p0 = p(µ(n0)). In addition to requiring consis-
tency with the pQCD results at high densities, we im-
pose the observational astrophysical constraints. First,
we require that the EoSs support the lower bound
of the maximum-mass constraint, MTOV � (2.08 ±
0.07)M�, from the measurement of J0740+6620 [7]. Sec-
ond, we utilize the GW170817 event measured by the
LIGO/Virgo Collaboration (LVC). Viable EoSs should
also result in a 1.4 M� NS with tidal deformability of a
1.4 M� NS, ⇤1.4 = 190+390

�120
[11]. In total, we analyzed

a sample of 4.62 ⇥ 105 EoSs with N = 7 segments that
fulfill the imposed observational and pQCD constraints.

RESULTS

In the left panel of Fig. 1, we show the probabil-
ity distribution function (PDF) of the speed of sound
as a function of energy density. The speed of sound
swiftly increases at low densities and generates a peak
above 1/3. Notably, the distribution seems to reflect
the generic peak-dip structure, and, at large densities,
c2s converges to the pQCD result. Similar PDF was also
obtained in [43]. We have performed an average of the
speed of sound at all energy densities and integrated it
to obtain the pressure. Such EoS yields maximal mass
MTOV = 2.20 M� and tidal deformability ⇤1.4 = 408,
which are in good agreement with astrophysical con-
straints.
We note, however, that the average may not well re-

flect individual EoSs. To illustrate this, we have located
the local peaks in c2s that appear below ✏TOV in each
EoS in our sample. Their median at 1� confidence level
is c2s,peak = 0.82+0.07

�0.08 at ✏peak = 0.559+0.110
�0.088 GeV/fm3.

The value of c2s di↵ers from the calculated average, where
the most plausible value of the peak is c2s = 0.54 at
✏ = 0.582 GeV/fm3. This is because this region is
comprised of EoSs that peak below the median and de-
crease around it, as well as EoSs for which the sound
speed keeps increasing in the vicinity of the estimated
value for energy density. Nevertheless, the location of
the energy density at the peak position of sound ve-
locity stays nearly unchanged. In our sample, we also
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Figure 1. Probability density functions (PDFs) of the speed of sound (left panel) and trace anomaly (right panel) as functions
of the energy density. The red, dash-dotted lines show the averages of these quantities. Vertical lines show the median and 1�
credibility region for the position of the peak in c2s (green solid and dotted lines), values at the center of maximally massive
NSs (blue solid and dashed lines), and the position of the peak in �̂B (purple solid and dash-dotted lines). Horizontal, black
lines mark the conformal values of c2s = 1/3 (left panel) and � = 0 (right panel).

obtain nB,peak = 0.54+0.09
�0.07 fm�3 which corresponds to

µB,peak = 1.283+0.090
�0.070 GeV.

The behavior of the speed of sound shown in Fig. 1 is
very di↵erent from that obtained in QCD matter at finite
temperature [46, 47]. Based on the first principle lattice
QCD (LQCD) calculations, it is known that c2s never ex-
ceeds the conformal limit and exhibits a minimum at the
critical energy density ✏c = 0.42± 0.06 GeV/fm3, where
chiral symmetry is partially restored and quarks are de-
confined [48, 49]. Decrease of c2s with energy density
towards its minimum from the hadronic side is linked to
attractive interactions with resonance formation [49, 50].
Very di↵erent behavior in a cold nuclear matter of c2s is
due to the dominance of repulsive interactions which im-
plies increasing c2s with energy density towards its max-
imum [51]. Considering that quark deconfinement could
be linked to a non-monotonic behavior of c2s, one can
identify the maximum of c2s as being due to a phase
change from nuclear to quark or quarkyonic matter.

Phenomenologically, deconfinement can be linked to
the percolation of hadrons of a given size [35, 52–55].
Relating the peak in the speed of sound to the perco-
lation threshold in QCD, one can estimate the critical
density at which nucleons start to overlap. In percolation
theory of objects with constant volume V0 = (4/3)⇡R3

0
,

this critical density is given by nper
c = 1.22/V0 [35]. Re-

cently, the proton mass radius was extracted from the
experimental data of � photoproduction measured by
CLAS [56] and LEPS [57] collaborations. The average
from these experiments yields R0 = 0.80 ± 0.05 fm forp
s 2 [2.02, 2.29] GeV. [58] 1. Consequently, this yields

nper
c = 0.57+0.12

�0.09 fm�3, which is remarkably consistent

1 We note that the proton radius is still not well established and
can be as small as 0.55 fm (see, e.g., Fig. 9 in Ref. [58])

with nB,peak = 0.54+0.09
�0.07 fm�3 where c2s reaches its max-

imum.

The extracted parameters of the energy density and
particle density corresponding to the percolation thresh-
old in the NS EoS can be compared with the values ob-
tained in hot QCD matter at the chiral crossover tem-
perature Tpc = 156.5 ± 1.5 MeV, where quarks are de-
confined. From the discussion above, it is clear that the
energy density at the peak position of the speed of sound
is of the same order as the LQCD critical energy den-
sity ✏c = 0.42± 0.06 GeV/fm3 at deconfinement [48]. It
is interesting to note that ✏c corresponds to the energy
density inside the nucleon, ✏0 ' mN/V0. Indeed, con-
sidering the nucleon mass radius r0 ' 0.8 fm, one gets
✏0 ' 0.44 GeV/fm3.

Particle density nc in QCD matter at Tpc can be es-
timated based on the thermal model analyses of parti-
cle production in heavy ion collisions and experimental
data [59, 60]. There it was shown that in Pb-Pb col-
lisions at

p
s = 2.76 TeV hadrons are produced at the

QCD phase boundary at Tpc from the fireball of volume
V = 4175 ± 380 fm3 [35, 59, 60]. Taking the ratio of
number of hadrons per unit of rapidity Nt = 2486± 146,
measured by ALICE collaboration, and the above fire-
ball volume, one gets nc = 0.596 ± 0.065 fm�3. This
value is consistent with the critical percolation density
and the extracted density nB,peak at the peak position of
the speed of sound.

Following the above discussion, one can conclude that
the appearance of the maximum in speed of sound in
the interior of NSs can be attributed to the change of
medium composition, from hadronic to quark or quarky-
onic matter. Thus, purely hadronic NS EoS has limited
applicability up to the extracted critical percolation con-
ditions. These are of the same order as found in QCD
at finite temperature and vanishing or small baryon den-

Phase transition?



09/07/2023 J.M. Karthein - QCD at Finite Temperature and Density - Equation of State

➤ Extract the dense matter equation of state via Bayesian studies 

➤ Phenomenological piecewise polytropic EoSs, non-parametric Gaussian Process (GP) or 
modified Gaussian Process (mGP) EoSs 

➤ Very sensitive to observational constraints/priors

Bayesian Analysis for Neutron Star EoS

25

T. Gorda Mon., D. Mroczek Wed.

2

of any characteristic mass scales; see, e.g. [13] for discus-
sion and Table I for a summary of relevant results. With
these advances in theoretical calculations and NS mea-
surements, we are now in a position where the NS-matter
EoS can be determined in a model-agnostic manner to de-
cide which of these characteristics better describes matter
inside the cores of massive stars. A firm answer to this
question would determine whether or not deconfined QM
is present in the cores of at least some NSs.

With few recent exceptions [24, 37, 38], existing model-
agnostic studies of the NS-matter EoS su↵er from at least
one of two limitations: either they fail to take into ac-
count high-density information from perturbative-QCD
(pQCD) calculations, recently demonstrated to signifi-
cantly constrain the NS-matter EoS down to realistic core
densities [24, 39, 40], or they implement observational
constraints in the form of hard cuto↵s, severely limiting
the number of measurements that can be employed. In
this work, we remedy these shortcomings by generalizing
our earlier analyses [6, 13, 20] to a Bayesian framework.
This enables us to take advantage of altogether 12 simul-
taneous NS mass-radius (MR) measurements (see Ap-
pendix B) and make quantitative statements about the
likelihood of a transition from hadronic to QM within
stable NSs.

Our analysis is performed using two independent
frameworks, the parametric speed-of-sound interpolation
of [13, 20] and the non-parametric Gaussian process (GP)
regression of [24, 40], which are used to construct a prior
for the EoS, connecting a low-density result provided by
Chiral E↵ective Field Theory (CEFT) [3, 31] to a high-
density limit given by pQCD [33, 36]. This prior P (EoS),
introduced in detail in Appendix A, is then conditioned
using a likelihood function incorporating astrophysical
measurements,

P (EoS|data) =
P (data|EoS)P (EoS)

P (data)
(1)

with P (data|EoS) = ⇧n
i=1

P (datai|EoS) corresponding
to the uncorrelated individual likelihoods of various NS
measurements, indexed here by i. These data, re-
viewed in Appendix B, include mass measurements cor-
responding to the most massive pulsars known [41–
45], the LIGO and Virgo tidal-deformability data from
GW170817 [46, 47], and a number of individual mass-
radius measurements using X-ray observations of pulsat-
ing, quiescent, and accreting neutron stars by the NICER
and other collaborations [17, 48–53]. As described in Ap-
pendix A, we also vary the number of independent pa-
rameters within our parametric interpolation to verify
that our analysis is not impacted by too restricted be-
havior of the prior. Additionally, we have performed one
analysis with a polytropic construction to further assess
robustness (see Appendix C), and have ensured our pos-
terior distributions have converged.

The main results from our analysis, reviewed below,
take the form of posterior distributions for di↵erent phys-
ical quantities evaluated at the centers of NSs of vari-

ous masses. The set of quantities considered includes
the normalized trace anomaly � ⌘ (✏ � 3p)/(3✏), its log-
arithmic rate of change with respect to the energy density
�0 ⌘ d�/d ln ✏, the polytropic index � ⌘ d ln p/d ln ✏, the
speed of sound squared c2

s
⌘ dp/d✏, and the pressure nor-

malized by that of a system of free quarks, p/pfree. As
discussed in detail below, these quantities take markedly
di↵erent values in (both low- and high-density) HM and
in near-conformal QM at asymptotically high density,
with � and �0 forming a particularly useful pair for
quantitatively tracking conformalization, i.e., the e↵ec-
tive restoration of conformal symmetry at high densities.

II. FROM HADRONIC TO DECONFINED
MATTER: QUANTITATIVE DIFFERENCES

At very high baryon densities, where weak-coupling
methods produce reliable results, strongly interacting
matter is known to display near-conformal properties,
with conformality only mildly broken by subdominant
loop e↵ects and by the small values of the up, down,
and strange quark masses. As summarized in Table I
and discussed in detail in [13, 54, 55], the characteristics
of this system include a small positive normalized trace
anomaly �, a similarly small but negative �0, a sound
speed close to the conformal value, c2

s
. 1/3, and a poly-

tropic index approaching the conformal limit from above,
� & 1. Such values are common to many ultrarelativistic
systems, but in stark contrast with those of the hadronic
phase, also summarized in Table I. In the latter case, be
it at low densities where robust ab-initio results are avail-
able [3, 28] or at higher densities where one must resort
to phenomenological models (see [13] for a review of re-
sults), the properties of hadronic matter are dominated
by the nucleon mass scale that strongly breaks conformal
symmetry.

As indicated in Table I, conformal symmetry deter-
mines the values of all of the above quantities, so that
the approach of an individual quantity towards its con-
formal limit is a necessary but not su�cient condition
for the restoration of conformal symmetry. In order to
reliably establish the conformalization of NS matter, we
therefore track all of these quantities, which allows us
to distinguish certain local behaviors of the EoS, such
as the onset of hyperonic degrees of freedom or a first-
order phase transition (FOPT), from the full restoration
of conformal symmetry. Particular emphasis will be given
to the normalized trace anomaly � and its logarithmic
derivative �0, referred to as the derivative contribution to
the speed of sound in [54]. These parameters are related
to the polytropic index and the speed of sound via

� =
1

3
� c2

s

�
, �0 = c2

s

✓
1

�
� 1

◆
, (2)

indicating that when both |�| and |�0| are small, � and
c2
s

also approach their conformal limits 1 and 1/3.
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CEFT Dense NM Pert. QM CFTs FOPT

c2

s ⌧ 1 [0.8, 1] . 1/3 1/3 0
� ⇡ 1/3 [�0.3, 0.1] [0, 0.15] 0 1/3 � pPT/✏
�0 ⇡ 0 [�0.6,�0.3] [�0.15, 0] 0 1/3 � �
dc ⇡ 1/3 [0.4, 0.6] . 0.2 0 � 1/(3

p
2)

� ⇡ 2.5 & 1.8 [1, 1.7] 1 0
p/pfree ⌧ 1 [0.3, 0.5] [0.5, 1] — pPT/pfree

TABLE I. Values of a set of six dimensionless quantities char-
acterizing the properties of dense strongly interacting matter
in five di↵erent limits: “CEFT”, referring to predictions for
sub-saturation-density nuclear matter [3, 28]; “Dense NM” re-
ferring to nuclear-matter model predictions at densities corre-
sponding to the cores of massive NSs, close to MTOV (see [13]
for a detailed analysis of a representative set of such EoSs);
“Pert. QM” referring to pQCD calculations at n & 40nsat

[33, 36]; “CFTs” referring to conformal field theories in 3+1
dimensions; and “FOPT” referring to (energy) densities at
first-order phase transition. The indicated intervals should
be considered approximate, while the symbol “—” implies
the absence of any constraints and pPT in the FOPT column
refers to the value of the pressure at the phase transition.

In order to draw a demarcation line, we combine the
parameters � and �0 into a single quantity, adopting the
criterion

dc ⌘
p

�2 + (�0)2 < 0.2 (3)

for the identification of near-conformal matter at a given
density. We justify the value 0.2 as follows. First, as
noted in Table I, it represents a natural choice between
the values this parameter takes in HM and conformal
systems. Secondly, at a discontinuous FOPT, where
�0 = 1/3�� (see eq. (2)), the quantity dc can be shown
to be bounded from below by 1/(3

p
2) ⇡ 0.236, so that

our criterion prevents FOPTs from masquerading as con-
formalized matter. We chose to round this value down
to 0.2 to provide numerical tolerance for the approximate
version of FOPTs (i.e. arbitrarily rapid crossovers) con-
sidered in our analysis. Finally, as shown in Table I, this
corresponds approximately to the largest value obtained
for this quantity in pQCD. We note that the specific value
0.2 is a choice, but that our qualitative conclusions are
insensitive to its small variations.

While QM is near-conformal, not all matter that is
near-conformal is QM. Therefore, establishing conformal-
ization of matter in the cores of NSs does not, in prin-
ciple, imply the presence of the deconfined phase. One
possible quantity not fixed by conformal symmetry is the
pressure normalized by the free (non-interacting) pres-
sure p/pfree. Its value is related to the e↵ective number
of active degrees of freedom (particle species) Ne↵ in both
weakly and strongly coupled systems. At weak coupling,
Dalton’s law states that the pressure is the sum of par-
tial pressures, which establishes the proportionality of
Ne↵ ⌘ NfNcp/pfree. This relation can be also derived in
strongly coupled conformal field theories (CFTs) [56, 57]
as well as in QCD at high temperatures [58, 59]. Because
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FIG. 2. The normalized trace anomaly �, polytropic index
�, and speed of sound squared c2

s as functions of (left) the
baryon number density n and (right) the stellar mass M nor-
malized by MTOV. The dark and light red bands, dash-dotted
line and colored bands carry the same meaning as in Fig. 1.
The c2

s,4 and GP methods show good agreement for all quan-
tities below the maximal density reached in stable NSs, and
all three quantities display a clear change in behavior between
the core densities of 1.4M� and MTOV stars.

this quantity is sensitive to the number of degrees of free-
dom but insensitive to the interaction strength, we expect
that QM—be it weakly or strongly coupled—will have to
exhibit a slowly varying p/pfree of order one. To this end,
we may use its behavior to distinguish QM from other
possible near-conformal phases at NS-core densities.

From Table I, we see that in high-density pQCD mat-
ter p/pfree is reduced from unity to approximately 0.6
through perturbative corrections. The normalized pres-
sure has been extensively studied also in the context
of high-temperature quark-gluon plasma (QGP), where
it has played a key role in establishing that deconfined
matter has been successfully produced in heavy-ion col-
lisions (see, e.g., [58–60]). Nonperturbative lattice sim-
ulations have shown that above the pseudo-critical tem-
perature, its value saturates to a constant around 0.8.
In other high-temperature quantum field theories in the
strongly-coupled limit, p/pfree often takes fractional val-
ues smaller than one [57, 61–65], and for instance in
N = 4 Super Yang-Mills theory at infinite ’t Hooft cou-
pling, p/pfree = 3/4 [57]. In certain lower-dimensional
CFTs, the value of this quantity is moreover related to
the central charge of the theory that counts the active
degrees of freedom [56, 66].
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parameters � and �0 into a single quantity, adopting the
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for the identification of near-conformal matter at a given
density. We justify the value 0.2 as follows. First, as
noted in Table I, it represents a natural choice between
the values this parameter takes in HM and conformal
systems. Secondly, at a discontinuous FOPT, where
�0 = 1/3�� (see eq. (2)), the quantity dc can be shown
to be bounded from below by 1/(3
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our criterion prevents FOPTs from masquerading as con-
formalized matter. We chose to round this value down
to 0.2 to provide numerical tolerance for the approximate
version of FOPTs (i.e. arbitrarily rapid crossovers) con-
sidered in our analysis. Finally, as shown in Table I, this
corresponds approximately to the largest value obtained
for this quantity in pQCD. We note that the specific value
0.2 is a choice, but that our qualitative conclusions are
insensitive to its small variations.

While QM is near-conformal, not all matter that is
near-conformal is QM. Therefore, establishing conformal-
ization of matter in the cores of NSs does not, in prin-
ciple, imply the presence of the deconfined phase. One
possible quantity not fixed by conformal symmetry is the
pressure normalized by the free (non-interacting) pres-
sure p/pfree. Its value is related to the e↵ective number
of active degrees of freedom (particle species) Ne↵ in both
weakly and strongly coupled systems. At weak coupling,
Dalton’s law states that the pressure is the sum of par-
tial pressures, which establishes the proportionality of
Ne↵ ⌘ NfNcp/pfree. This relation can be also derived in
strongly coupled conformal field theories (CFTs) [56, 57]
as well as in QCD at high temperatures [58, 59]. Because
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FIG. 2. The normalized trace anomaly �, polytropic index
�, and speed of sound squared c2

s as functions of (left) the
baryon number density n and (right) the stellar mass M nor-
malized by MTOV. The dark and light red bands, dash-dotted
line and colored bands carry the same meaning as in Fig. 1.
The c2

s,4 and GP methods show good agreement for all quan-
tities below the maximal density reached in stable NSs, and
all three quantities display a clear change in behavior between
the core densities of 1.4M� and MTOV stars.

this quantity is sensitive to the number of degrees of free-
dom but insensitive to the interaction strength, we expect
that QM—be it weakly or strongly coupled—will have to
exhibit a slowly varying p/pfree of order one. To this end,
we may use its behavior to distinguish QM from other
possible near-conformal phases at NS-core densities.

From Table I, we see that in high-density pQCD mat-
ter p/pfree is reduced from unity to approximately 0.6
through perturbative corrections. The normalized pres-
sure has been extensively studied also in the context
of high-temperature quark-gluon plasma (QGP), where
it has played a key role in establishing that deconfined
matter has been successfully produced in heavy-ion col-
lisions (see, e.g., [58–60]). Nonperturbative lattice sim-
ulations have shown that above the pseudo-critical tem-
perature, its value saturates to a constant around 0.8.
In other high-temperature quantum field theories in the
strongly-coupled limit, p/pfree often takes fractional val-
ues smaller than one [57, 61–65], and for instance in
N = 4 Super Yang-Mills theory at infinite ’t Hooft cou-
pling, p/pfree = 3/4 [57]. In certain lower-dimensional
CFTs, the value of this quantity is moreover related to
the central charge of the theory that counts the active
degrees of freedom [56, 66].
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Introduction

• To comprehensively investigate the interior of a neutron 
star, one must take into account an equation of state 
that encompasses the entire baryon octet, decuplet, and 
quarks, along with their intricate interactions.

• The Chiral Mean Field (CMF) is a relativistic mean field 
model with quarks and hadrons where interactions are 
mediated via meson exchange (σ, ζ, δ, ω, ϕ, and ρ). [1]

• CMF is a non-linear 𝑆𝑈(3) extension of the linear Sigma 
model that has been fitted to agree with low- and high-
energy physics data. [2]

• CMF uses a Polyakov-inspired loop (Φ) as an order 
parameter for the deconfinement phase transition 
(Chiral symmetry restoration). [3]

• At finite temperature, CMF has a critical point (𝑇𝑐 =
167 MeV , 𝜇𝐵,𝑐 = 354 [MeV]) and a chiral first-order 
phase transition. [3]

• CMF spans over 𝜇𝐵, 𝜇𝑆,  𝜇𝑄 , 𝑇 and magnetic field (𝐵), 
allowing simulations of heavy-ion collisions and neutron 
stars. [4]

• A full runtime with all effects in the Fortran 
legacy version takes a couple of months.

Lagrangian

The mean field Lagrangian is written as

ℒCMF = ℒ𝑘𝑖𝑛 + ℒ𝑖𝑛𝑡 + ℒ𝑠𝑒𝑙𝑓 + ℒ𝑆𝐵 − 𝑈Φ,

where ℒ𝑘𝑖𝑛 stands for kinetic, ℒ𝑖𝑛𝑡 for interaction, ℒ𝑠𝑒𝑙𝑓 for 
self interactions, ℒ𝑆𝐵 for symmetry breaking, and 𝑈Φ is a 
Polyakov-inspired induced potential.

Equations of Motion

Upon applying the Euler-Lagrange equation to each mean 
field variable, we have derived the subsequent algebraic 
system of equations

Simplified C++ and Python flowchart

Particles considered

Baryon octet 

Baryon decuplet 𝑢 𝑑 𝑠

SU(3) quarks

Simplified flowchart for a standard CMF execution. 
Enclosed are described the details of the C++ main routine.

Main results
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Conclusions

• The MUSES collaboration has recently introduced a 
novel C++20 implementation of the Chiral Mean Field 
model at zero temperature.

• The C++ code matches up to high numerical precision 
with the legacy Fortran version with an improved 
runtime of an order of magnitude and an easier way to 
handle exotic particles.

• The C++ code allows studying the spinodal solutions 
around the quark deconfinement phase transition with 
resolution unreachable by the legacy code.

• Observables, like the speed of sound or susceptibilities, 
can be computed natively within the code framework.

Outlook

• Incorporate antiparticles and temperature dependence 
with the correspondent mesonic background.

• Add magnetic field and anomalous magnetic moments 
effects.

• Couple it with numerical relativity codes, e.g., heavy-ion 
hydrodynamic simulations. 
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6 Hybrid Equations of State for Neutron Stars with Hyperons and Deltas

Fig. 2 Particle population as a function of density for di↵erent hybrid equations of state.

For EoS’s 2, 4, and 6, the line for the electrons coincides with the one for the protons. Quark

densities are divided by 3.

the particle population and interactions included. The combination of the !⇢
and !4 interactions pushes the phase transition to higher densities (EoS 5 and
6 in comparison to EoS 3 and 4, in comparison to EoS 1 and 2). This has to do
with how vector and isovector interactions sti↵en/soften each phase di↵erently.
The absence of hyperons and muons (and strange quarks) modifies the density
at which the phase transition happens and makes it stronger (larger extent of
density), which can be seen when comparing even (2, 4, 6, and 8) with odd
numbered (1, 3, 5, and 7) EoS’s. The strange quarks, when included (in the
EoS’s with hyperons), never appear in larger amounts in the interval of density
studied, given their larger bare mass.

In order to include the e↵ects of nuclei in the EoS, we add a zero-
temperature beta-equilibrated unified crust by Gulminelli and Raduta (see
Ref. [30] and references therein), also available in CompOSE, to our EoS tables.
In the case of standard vector interactions (EoS’s 1 and 2), we consider in the
crust the e↵ective interaction Rs proposed by Friedrich and Reinhard [31] and
in the case of including the additional !⇢ vector interactions (EoS’s 3 to 8) we
consider the e↵ective interaction SkM proposed by L. Bennour et al. [32], both
with cluster energy functionals from Danielewicz and Lee [33]. In this way, we
guarantee that the symmetry energy slope of all EoS’s does not jump across

6

FIG. 1. CMF model: EoS for neutron-star matter at T = 0
for all constant magnetic-field strengths examined both with
(solid) and without (dashed) AMM e↵ects.

• heavy-ion collision matter: isospin symmetric,
with zero net strangeness. We investigate the ef-
fects of constant magnetic field.

A. CMF Model

We begin by discussing the equation of state (EoS),
pressure P vs. energy density ✏ for neutron-star matter at
T = 0 and all choices of constant magnetic field strength
in Fig. 1. The EoS is shown both with (solid) and with-
out (dashed) the e↵ects of AMM. The most prominent
feature of this figure is the presence of the first order
phase transition between the hadronic and quark phases,
as indicated by the horizontal lines (discontinuities in
energy density) in the center of the figure. In the lower
energy density region, we have a hadronic phase, while
at higher energy densities we have a quark phase. For
stronger magnetic fields, the phase transition takes place
at slightly larger energy densities and the energy den-
sity gap between the end of the hadronic phase and the
start of the quark phase increases significantly, i.e. the
phase transition gets more pronounced. The former was
already observed for the T = 0 case for the CMF model
in Ref. [68], for a Walecka-type model combined with the
MIT bag model in [69], a Walecka-type model combined
with the dependent quark mass model [70], a Walecka-
type model combined with the Field Correlator Method
model [71], a density-dependent model combined with
the bag model [72], and in the Friedberg-Lee model in
Ref. [73].

Additionally, we see in Fig. 1 that increasing the mag-
netic field strength results in an overall sti↵er EoS (larger
P for a given ✏), which would result in more massive neu-
tron stars. This result is model and density dependent,
as shown in Fig. 2 of Ref. [74] and Fig. 8 of Ref. [75].
However, we also point to the presence of De Haas-Van

FIG. 2. CMF model: EoS for neutron-star matter at several
temperatures and for the strongest and weakest (e↵ectivelly
zero) nonzero magnetic fields with AMM e↵ects examined in
Fig. 1.

FIG. 3. CMF model: Pressure (solid) and perpendicular
pressure (dashed) as functions of energy density for neutron
star matter at T = 0 for all nonzero constant magnetic-field
strengths examined with AMM e↵ects. The perpendicular
pressure is discontinuous across the phase transition.

Alphen (DHVA) oscillations [76], whose behavior is re-
lated to the discrete nature of the Landau levels. They
are more prominent for quark matter, due to their lower
masses (when compared to baryons), and lead to EoS’s
that are softer (under stronger magnetic fields) than their
weaker magnetic field counterparts for some energy den-
sities. An additional (more conspicuous) softening of the
EoS related to the appearance of strange quarks is visi-
ble in the quark phase; it appears as a cusp in the blue
curve for B = 1.44⇥ 1019 G. The inclusion of the AMM
results in a sti↵er EOS (as discussed in Ref. [77]) with
a stronger phase transition for the same magnetic field
strength. The e↵ect of including the AMM is compa-
rable in magnitude to the magnetic field e↵ects without

be in agreement with theoretical and experimental (low-energy nuclear physics, heavy-ion

collisions, and astrophysics) results in the relevant regimes.

FIG. 1. Regions of the QCD phase diagram where constraints from heavy-ion collisions (HIC),

lattice QCD (LQCD), perturbative QCD (pQCD), low-energy heavy-ion collisions (LENP), chiral

e↵ective field theory (�EFT), and astrophysics (neutron stars, NS) are available.

E. Experimental constraints: heavy-ion collisions

In the laboratory, heavy-ion collisions probe finite temperatures in the range of T ⇠ 50�

650 MeV, depending on the center of mass beam energy
p
sNN , such that higher

p
sNN probe

high temperatures and lower
p
sNN probe lower temperatures. The temperature and density

of the system vary in space and time throughout the evolution, which is the hottest at early

times. Depending on the choice of the experimental observables, one can obtain information

at di↵erent temperatures and densities within the collisions. The final distribution of hadrons

reflects the temperature and chemical potentials at chemical freeze-out (although certain

14
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FIG. 4. Regions of the QCD phase-diagram probed by two BNSMs with different masses (left panels) and by two HICs with different beam
energies (right panels). The colorcode reports the number of cells N in the various spacetimes having a given value of temperature and density.
The green lines show contours of constant entropy per baryon. Only cells with density above freeze-out, n > 1

2 nsat, are shown for the HICs.
In the BNSM case, we only consider the equatorial plane and normalize to arbitrary units.

When comparing the two panels in Fig. 3, it is important to
note that there are striking analogies in the thermodynamics
properties of the post-collision dynamics, but also that these
are confined mostly to the merger phase. This is because the
post-collision in a BNS is intrinsically different from that in
a HIC: in the former case, strong gravitational fields lead to a
remnant that is gravitationally bound and in a metastable equi-
librium [133]. By contrast, the hot and dense matter produced
in HICs is unbound and quickly expands into the surrounding
vacuum.

C. Comparison in the QCD phase diagram

Figure 4 shows the spatial and temporal evolution of these
systems in the QCD phase diagram in terms of the tempera-
ture and density of the various fluid cells. This is obtained
by binning into the variable N , across the whole evolution
and for both BNSMs and HICs, all fluid elements according
to their temperature and density. This means that a higher N
represents more regions that for longer timer have a given tem-
perature and density. As a simplification, for BNS mergers we
assume the equatorial plane dynamics to be representative of
the overall dynamics, thus performing a 2+1 binning; for the
HIC, the full 3 + 1 dynamics is used. For BNSs, we normal-

ize to arbitrary units, since we are only interested in relative
differences between populations of points in the phase dia-
gram. We show the results of two distinct merger simulations
differing in their total respective masses, namely, for a binary
with Mtot = 2.6M� (top left panel) and 2.8M� (bottom left
panel). For HICs, instead, we show the results at two different
beam (kinetic) energies, namely at Elab = 450AMeV (top
right panel) and at 600AMeV (bottom right panel).

The left panel of Fig. 4 shows a broad range of densities,
n . 3.4 nsat and temperatures, T . 40 MeV covered by
BNSMs. Two distinct regions appear in the phase diagram
during and after the merger: the first is at high densities,
n > 2nsat, and low temperatures, T . 10 MeV. This region
corresponds to the central regions of the initial stars and the
core of the post-merger remnant. As we have seen in Fig. 3,
the neutron-star matter in this region does not undergo shock
heating, but remains cold and with low entropies. Indeed,
the oscillations seen at the lowest temperatures correspond
to quadrupolar post-merger oscillations of the gravitationally
bound rotating remnant [141]. This kind of matter is simi-
lar to cold stable neutron stars. The second region spanned
by BNSMs in the phase diagram corresponds, instead, to hot
matter with T & 10 MeV and isentropes of S/A = [1.8, 2.2],
which were previously identified with the hot ring in the dis-
cussion of collision-shock dynamics (Fig. 3).

Simulations: BNSM v. HIC

2

Motivated by these claims, we aim to answer the following
question: Can experiments such as [19] reproduce BNSM ge-
ometry and thermodynamic conditions, and what experimen-
tal “settings” are necessary? How does gravity alter the out-
come of macroscopic collisions, and what is actually meant
by similar conditions in both cases? To answer these ques-
tions, we perform a systematic and direct side-by-side com-
parison of geometry and thermodynamic properties in HICs
and BNSMs. This is done by means of relativistic hydrody-
namics simulations of both systems. Crucially, we employ
the same realistic microphysical EoS model, describing the
entire high-energy QCD phase diagram, and the similar nu-
merical methods to make the comparison as meaningful as
possible. Introducing a quantitative figure of merit – the en-
tropy production during the collision– to assess the similarity
of the matter formed in both collisions, we derive bounds on
the beam energies needed to probe BNSM-like conditions in
laboratory HIC experiments.

II. METHODS

In this work, we aim to compare nuclear matter in HICs
and BNSMs by means of relativistic hydrodynamics simula-
tions. To enable a meaningful comparison, we need to ensure
two things. First, the microphysics needs to be the same in
both cases, so that we can map the thermodynamic conditions
present in one system to the other. Second, the numerical
methods needs to be both reliable and comparable to ensure
that effects such as shock heating are captured to the same
degree in both simulations.

A. Microphysical model

The EoS used to describe both systems should be derived
from a consistent model that is valid across the entire high-
energy QCD phase diagram, covering the large range of tem-
peratures and densities involved, in addition to describe differ-
ent fractions of isospin and strangeness. Additionally, such a
model must be able to reproduce current constraints for com-
pact stars and collider conditions (e.g., from Lattice QCD).
More precisely, we consider constraints from cold compact
stars (e.g., [61–68]), properties of symmetric nuclear mat-
ter [47, 69–81], and high-temperature QCD constraints at
vanishing and low density, including a consistent description
for chiral-symmetry restoration and quark deconfinement re-
producing data from lattice QCD [11–13, 82], perturbative
QCD [83, 84], and high-energy collider experiments [85].

Addressing all of the above, we make use of the Chiral
Mean Field (CMF) model, which is based on the three-flavor
chiral Lagrangian for hadronic matter first introduced in [86]
and extended to describe neutron stars in [87]. Our version
of the CMF model [88] uniquely incorporates a full list of
QCD degrees of freedom, including, besides protons and
neutrons, hyperons, their parity partners, and the full list of
hadronic resonances (strange and non-strange baryons and
mesons) as found in the particle data book [89]. In addition,
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FIG. 1. Isothermal sound speed, cs, in the CMF equation of state
for different scenarios. Black lines: Neutron star matter, including
electrons in beta equilibrium and fulfilling charge neutrality. Red
lines: Heavy ion collision matter with zero isospin and strangeness
conservation. The solid lines correspond to the speed of sound at
T = 0 MeV and the dashed lines to T = 40 MeV. A maximum in the
speed of sound is clearly visible for all scenarios despite differences
in the details due to the varying chemical composition.

the thermal contribution of deconfined quarks and gluons is
added as in the PNJL approach [90–94]. Together with the
electrons this corresponds to the most complete set of QCD
degrees of freedom available for the high density equation of
state. A more detailed description on the CMF model and its
contents can be found in e.g. [95]. In addition, a low density
model that includes the description of nuclei was gradually
matched to the CMF-EoS, for the BNSM simulations, below
10�2 nsat. See Ref. [96] for details on the matching and the
low-density EoS.

Our version of the CMF model reproduces a crossover tran-
sition for deconfinement at finite and zero density (as deter-
mined by lattice QCD) [95, 97], and providing a good descrip-
tion for hadrons in medium, nuclei, nuclear matter and neu-
tron stars [88, 98]. The latter includes reproducing M > 2M�
stars and stars with radii within LIGO-Virgo and NICER al-
lowed regions. The model produces a nuclear ground state
with realistic properties: saturation at (baryon number) den-
sity nsat = 0.15 fm�3, binding energy per nucleon E0/B =
�15.2 MeV, symmetry energy S0 = 31.9 MeV, symmetry
energy slope L = 57 MeV, and incompressibility K0 =
267 MeV. This comprehensive approach allows to calculate
the EoS of nuclear matter created in HICs and in BNSMs,
without introducing additional ambiguities due to the use of
(potentially inconsistent) different EoS in the two regimes. In
addition, for BNSMs we include a free gas of electrons to
the EoS to maintain electric charge neutrality. We calculate
numerical tables of the temperature and density, as well as
isospin dependence (e.g. difference between the amount of
neutrons and protons) of the CMF-EoS, which are then im-
plemented in the hydrodynamical models.

In order to put the following simulation results into con-
text of the EoS and to justify our assumption that HICs and

E. Most, A. Motornenko et al, PRD (2023)

HIC: symmetric matter, 
strangeness neutral

NS: beta-equilibrated, 
charge neutral
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FIG. 4. Regions of the QCD phase-diagram probed by two BNSMs with different masses (left panels) and by two HICs with different beam
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The green lines show contours of constant entropy per baryon. Only cells with density above freeze-out, n > 1

2 nsat, are shown for the HICs.
In the BNSM case, we only consider the equatorial plane and normalize to arbitrary units.

When comparing the two panels in Fig. 3, it is important to
note that there are striking analogies in the thermodynamics
properties of the post-collision dynamics, but also that these
are confined mostly to the merger phase. This is because the
post-collision in a BNS is intrinsically different from that in
a HIC: in the former case, strong gravitational fields lead to a
remnant that is gravitationally bound and in a metastable equi-
librium [133]. By contrast, the hot and dense matter produced
in HICs is unbound and quickly expands into the surrounding
vacuum.

C. Comparison in the QCD phase diagram

Figure 4 shows the spatial and temporal evolution of these
systems in the QCD phase diagram in terms of the tempera-
ture and density of the various fluid cells. This is obtained
by binning into the variable N , across the whole evolution
and for both BNSMs and HICs, all fluid elements according
to their temperature and density. This means that a higher N
represents more regions that for longer timer have a given tem-
perature and density. As a simplification, for BNS mergers we
assume the equatorial plane dynamics to be representative of
the overall dynamics, thus performing a 2+1 binning; for the
HIC, the full 3 + 1 dynamics is used. For BNSs, we normal-

ize to arbitrary units, since we are only interested in relative
differences between populations of points in the phase dia-
gram. We show the results of two distinct merger simulations
differing in their total respective masses, namely, for a binary
with Mtot = 2.6M� (top left panel) and 2.8M� (bottom left
panel). For HICs, instead, we show the results at two different
beam (kinetic) energies, namely at Elab = 450AMeV (top
right panel) and at 600AMeV (bottom right panel).

The left panel of Fig. 4 shows a broad range of densities,
n . 3.4 nsat and temperatures, T . 40 MeV covered by
BNSMs. Two distinct regions appear in the phase diagram
during and after the merger: the first is at high densities,
n > 2nsat, and low temperatures, T . 10 MeV. This region
corresponds to the central regions of the initial stars and the
core of the post-merger remnant. As we have seen in Fig. 3,
the neutron-star matter in this region does not undergo shock
heating, but remains cold and with low entropies. Indeed,
the oscillations seen at the lowest temperatures correspond
to quadrupolar post-merger oscillations of the gravitationally
bound rotating remnant [141]. This kind of matter is simi-
lar to cold stable neutron stars. The second region spanned
by BNSMs in the phase diagram corresponds, instead, to hot
matter with T & 10 MeV and isentropes of S/A = [1.8, 2.2],
which were previously identified with the hot ring in the dis-
cussion of collision-shock dynamics (Fig. 3).

Simulations: BNSM v. HIC

2

Motivated by these claims, we aim to answer the following
question: Can experiments such as [19] reproduce BNSM ge-
ometry and thermodynamic conditions, and what experimen-
tal “settings” are necessary? How does gravity alter the out-
come of macroscopic collisions, and what is actually meant
by similar conditions in both cases? To answer these ques-
tions, we perform a systematic and direct side-by-side com-
parison of geometry and thermodynamic properties in HICs
and BNSMs. This is done by means of relativistic hydrody-
namics simulations of both systems. Crucially, we employ
the same realistic microphysical EoS model, describing the
entire high-energy QCD phase diagram, and the similar nu-
merical methods to make the comparison as meaningful as
possible. Introducing a quantitative figure of merit – the en-
tropy production during the collision– to assess the similarity
of the matter formed in both collisions, we derive bounds on
the beam energies needed to probe BNSM-like conditions in
laboratory HIC experiments.

II. METHODS

In this work, we aim to compare nuclear matter in HICs
and BNSMs by means of relativistic hydrodynamics simula-
tions. To enable a meaningful comparison, we need to ensure
two things. First, the microphysics needs to be the same in
both cases, so that we can map the thermodynamic conditions
present in one system to the other. Second, the numerical
methods needs to be both reliable and comparable to ensure
that effects such as shock heating are captured to the same
degree in both simulations.

A. Microphysical model

The EoS used to describe both systems should be derived
from a consistent model that is valid across the entire high-
energy QCD phase diagram, covering the large range of tem-
peratures and densities involved, in addition to describe differ-
ent fractions of isospin and strangeness. Additionally, such a
model must be able to reproduce current constraints for com-
pact stars and collider conditions (e.g., from Lattice QCD).
More precisely, we consider constraints from cold compact
stars (e.g., [61–68]), properties of symmetric nuclear mat-
ter [47, 69–81], and high-temperature QCD constraints at
vanishing and low density, including a consistent description
for chiral-symmetry restoration and quark deconfinement re-
producing data from lattice QCD [11–13, 82], perturbative
QCD [83, 84], and high-energy collider experiments [85].

Addressing all of the above, we make use of the Chiral
Mean Field (CMF) model, which is based on the three-flavor
chiral Lagrangian for hadronic matter first introduced in [86]
and extended to describe neutron stars in [87]. Our version
of the CMF model [88] uniquely incorporates a full list of
QCD degrees of freedom, including, besides protons and
neutrons, hyperons, their parity partners, and the full list of
hadronic resonances (strange and non-strange baryons and
mesons) as found in the particle data book [89]. In addition,
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FIG. 1. Isothermal sound speed, cs, in the CMF equation of state
for different scenarios. Black lines: Neutron star matter, including
electrons in beta equilibrium and fulfilling charge neutrality. Red
lines: Heavy ion collision matter with zero isospin and strangeness
conservation. The solid lines correspond to the speed of sound at
T = 0 MeV and the dashed lines to T = 40 MeV. A maximum in the
speed of sound is clearly visible for all scenarios despite differences
in the details due to the varying chemical composition.

the thermal contribution of deconfined quarks and gluons is
added as in the PNJL approach [90–94]. Together with the
electrons this corresponds to the most complete set of QCD
degrees of freedom available for the high density equation of
state. A more detailed description on the CMF model and its
contents can be found in e.g. [95]. In addition, a low density
model that includes the description of nuclei was gradually
matched to the CMF-EoS, for the BNSM simulations, below
10�2 nsat. See Ref. [96] for details on the matching and the
low-density EoS.

Our version of the CMF model reproduces a crossover tran-
sition for deconfinement at finite and zero density (as deter-
mined by lattice QCD) [95, 97], and providing a good descrip-
tion for hadrons in medium, nuclei, nuclear matter and neu-
tron stars [88, 98]. The latter includes reproducing M > 2M�
stars and stars with radii within LIGO-Virgo and NICER al-
lowed regions. The model produces a nuclear ground state
with realistic properties: saturation at (baryon number) den-
sity nsat = 0.15 fm�3, binding energy per nucleon E0/B =
�15.2 MeV, symmetry energy S0 = 31.9 MeV, symmetry
energy slope L = 57 MeV, and incompressibility K0 =
267 MeV. This comprehensive approach allows to calculate
the EoS of nuclear matter created in HICs and in BNSMs,
without introducing additional ambiguities due to the use of
(potentially inconsistent) different EoS in the two regimes. In
addition, for BNSMs we include a free gas of electrons to
the EoS to maintain electric charge neutrality. We calculate
numerical tables of the temperature and density, as well as
isospin dependence (e.g. difference between the amount of
neutrons and protons) of the CMF-EoS, which are then im-
plemented in the hydrodynamical models.

In order to put the following simulation results into con-
text of the EoS and to justify our assumption that HICs and

E. Most, A. Motornenko et al, PRD (2023)

HIC: symmetric matter, 
strangeness neutral

NS: beta-equilibrated, 
charge neutral
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Impact of HIC & NS on QCD Equation of State

➤ Many more works impacting the equation of state discussed at this conference! 

➤ Flow - L. Du Tues., Z. Liu Tues., D. Almaalol Wed., I. Karpenko Wed., X. Liu Wed., 
S. Rav Sharma Poster 

➤ Femtoscopic/hyperonic correlations - M. Grunwald Wed., H. Yu Wed., Posters: M. 
Stefaniak, M. Sharma, A. Jinno, N. Schild, A.A. Riedel, J. Ditzel, B. Heybeck, X. Li, S. 
Glaessel 

➤ Sound speed - C. Bernardes Wed., N. Yao Poster 

➤ Low energy heavy-ion collisions - D. Neff Tues., C. Hoehne Wed., M. Kohl Poster 

➤ …
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Conclusions

➤ Exciting era in which we can combine high energy nuclear physics & nuclear 
astrophysics  

➤ MUSES will provide custom equations of state that cover any desired portion of the 
phase diagram with user-chosen parameters

30
Figure by C. Ratti

➤ Precise first principles results continue to help 
extend coverage of the phase diagram 

➤ We look forward with anticipation to an even 
brighter era ahead with many new 
measurements/observations to come

We seek knowledge of QCD matter, not HIC or NS matter!
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ASCEND Fellow Outreach

➤ NuSTEAM Summer Program 
➤ Undergraduates spend 6 weeks in Houston on research 

and lectures & 2 weeks at BNL with poster presentation 

➤ My role (’21 & ’22): professional development lecturer & 
mentor 

➤ Filling the G-A-P-S 
➤ Graduate school application workshop series for junior & 

senior undergraduates at MIT, spin off of MIT LEAPS 

➤ My role (’22-’23): one-on-one review of materials & train 
graduate students to teach the workshops 

➤ Postdoc Mentor for prospective NSF ASCEND fellows
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