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University of Jyväskylä, Department of Physics
Centre of Excellence in Quark Matter

Finland

September 8, 2023 – QM 2023

Heikki Mäntysaari (JYU) Initial state Sep 8, 2023 1 / 20



Heavy ion collisions: initial state ⇔ final state

Extraction of QGP properties requires a precise knowledge of the initial state

Interesting initial state physics can be accessed in heavy ion collisions as well!

QCD in the very high density region and gluon saturation
Nuclear modification to nucleon structure (density, shape, . . . )

How to probe the initial state?

Probe a single nucleus (focus here)

e+p and e+A DIS (HERA, EIC)

p+A collisions at the LHC

Infer the IS from A+A data

Simulate the space-time evolution

Constrain parameters of the IS model

4 QGP characterization with high-pT probes: photons, hadrons and jets

at the RHIC, in Au-Au collisions at center-of-mass energy of ps
NN

= 200 GeV (and an energy scan
at lower energies down to p

s
NN

= 7.7 GeV) and at the LHC, with Pb–Pb collisions at p
s
NN

= 2.76
and 5.02 TeV. In both HIC programmes, it is of special relevance the pp and pA collisions at the
same p

sNN as in AA collisions, since the particle production is expected to be modified by the QGP
with respect to pp collisions, if AA collisions were just an ensemble of pp or pn or nn collisions.
Also, pA collisions have their interest since they are sensitive to "cold nuclear matter effects" present
in AA collisions and not in pp collisions [5]. Such effects are related to the initial wave function of
the nucleus (initial state) and the Parton Distribution Function (PDF) inside the nucleus (nPDF),
different to the one of protons, which can generate different multi-parton interactions (MPI) during
the collisions, and therefore, different particle yields when comparing pp and pA collisions properly
scaled by the average number of binary nucleon-nucleon collisions.

Figure 1.1 shows schematically the different phases that can be considered in the HIC produced
at the LHC or RHIC delivered collisions. In each phase, different probes are produced that can be
used to infer the properties of the QGP medium generated in the collision.

Figure 1.1: Simulation of a HIC phases.

One may consider as phases [6, 7, 8]: (i) Pre-equilibrium, a short phase with �t ⇠ 1 fm/c

where the ensemble of nucleons is transformed into a non thermalized parton soup and where high-
energy 2 ! 2 parton collisions happen; (ii) Equilibrium and de-confinement (hydrodynamic evolu-
tion), the parton plasma is thermalized and expands cooling down till de-confinement is lost, lasting
�t ⇠ 5 � 10 fm/c. During this phase, the strong force rules the parton interactions that will affect
the final particle composition and kinematics. Among multiple possible effects, one can expect to
observe the following effects on selected probes: collective behavior (movement) in the final particle
expansion from the fireball, "particle flow" (see Sect. 1.2); thermal particle emission, "direct photons
(Sect. 1.4), strangeness enhancement"; color screening of q-q̄ pairs, "quarkonia suppression"; and,
high-energy partons originated at the high-energy interactions of the pre-equilibrium phase will loose
energy while traversing the medium as suggested by Bjorken [9], "jet quenching" (see Sect. 1.3); (iii)
Hadronization, when the temperature cools down below T ⇠ 160 MeV, a phase transition from QGP
to hadron gas happens. This gas is still thermally equilibrated and interactions between particles
can still be present, which will be difficult to disentangle from QGP effects; (iv) Chemical freeze-out,
particle interactions do not happen anymore and particle yields are fixed. On HIC, this final particle
composition is what will be measured by the experiments and used to study the QGP.

In my research work, I have concentrated mainly but not exclusively on the so called "hard"
probes or high-transverse-momentum (pT) probes2, photons and jets, using the ALICE detectors at
the LHC. Recent results using such probes at the LHC and RHIC experiments are briefly presented
in this chapter together with the flow, a "soft" sign of QGP mentioned along the document.

2High-pT particles or jets means pT & 5 � 10 GeV/c, which is still low pT in other close physics communities like
high-energy particle physics.
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Probing the initial state in Deep Inelastic Scattering and p+A collisionsDeep Inelastic Scattering in the Dipole Picture

DIS in the Dipole Picture August 2023 3 / 18
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Other approaches not covered here
(focus weak coupling & DIS/p+A ):

Angantyr

HIJING

EPOS

TRENTo

etc... (see also Kanakubo Thu)

Color Glass Condensate approach (e.g. IP-Glasma)

Target = dense color field

Perturbative x (energy) evolution: BK/JIMWLK

DIS, p+A, energy density in A+A expressed in
terms of the same d.o.f (Wilson line V (x))

Collinear factorization approach (EKRT)

Nuclear PDFs: global analyses (DIS, p+A)
EPPS21, nCTEQ15, nNNPDF3.0

Initial energy deposition in A+A:
(NLO) pQCD + saturation criterion

Approach to equilibrium: Schlichting next
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This talk

1 Nucleon and nuclear geometry from DIS
2 Gluon saturation at the precision level
3 Longitudinal dynamics in heavy ion collisions
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Nuclear geometry from γ + A scattering 7

FIG. 4. (Color online) Energy density (arbitrary units) in the
transverse plane at τ = 0 fm (upper panel) and τ = 0.2 fm
(lower panel). The structures are smoothed by the evolution
over the first ∆τ ∼ 1/Qs.

the square root of

k̃2
T = 4

[
sin2 kx

2
+ sin2 ky

2

]
. (32)

The result for (dNg/dy)/(Npart/2) vs. Npart at time
τ = 0.4 fm, where Npart is the number of participant
nucleons, is shown in Fig. 5. The IP-Glasma model does
not have the concept of “wounded nucleons” because we
treat the nucleus as a coherent system of gluon fields
correlated on distance scales 1/Qs much smaller than the
size of a nucleon. To determine Npart we use the same
Monte Carlo Glauber (MC-Glauber) model as employed
by the experimental collaborations. Nucleons that were
sampled for each nucleus, as described in Section III,
are assumed to be participant nucleons if the relative
transverse distance between them and a nucleon from the
other nucleus is smaller than D =

√
σNN/π, where σNN

is the total inelastic cross section, σNN = 42 mb for
√

s =
200 GeV Au+Au collisions at RHIC and 64 mb for

√
s =

2.76 TeV Pb+Pb collisions at LHC. The reader should
note that the MC-Glauber model and the inelastic cross
sections are solely used to determine Npart to compare
to experimental data. They are not an input for the IP-
Glasma model.

In the upper panel of Fig. 5, we show the multiplic-
ity distribution as a function of Npart for fixed coupling.
We multiplied the gluon multiplicity by 2/3 to convert to
charged particle multiplicity. Note that the overall nor-
malization is chosen (by varying the ratio between Qs
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FIG. 5. Gluon multiplicity (dNg/dy)/(Npart/2) at τ =
0.4 fm/c times 2/3 compared to experimental charged par-
ticle (dN/dy)/(Npart/2) data for

√
s = 200 GeV Au+Au and√

s = 2.76 TeV Pb+Pb collisions as a function of Npart for
fixed coupling (upper panel) and running coupling (lower
panel). The pale blue and red bands are a collection of the
multiplicities for individual events, with the solid lines repre-
senting the average multiplicity. Experimental data from [47]
and [48].

and g2µ and αs in the fixed coupling case) to agree with
the RHIC data for charged particles. This allows us to
better compare the shape of the result and the experi-
mental data. (The pale bands denote results from the
individual events and demonstrate the range of fluctu-
ations around the mean. See below for more details.)
However, we know that there is entropy production in
the system and the initial gluon multiplicity should not
account for all observed final particles. The logarithmic
uncertainty in Qs as well as some numerical uncertainty
(for details see [16, 32]) in the factor between Qs and g2µ
introduce some freedom that allows to adjust the normal-
ization of the initial dNg/dy. This also allows to adjust
the energy density when fine tuning to experimental data
when using this model with a viscous hydrodynamic evo-
lution model that accounts for entropy production.

While the RHIC result is reasonably well described,
both the normalization and shape of the LHC result dis-
agree strongly with the experimental data for the fixed

BNL graphics Schenke, Tribedy, Venugopalan 1206.6805
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Nucleon geometry from diffractive DIS: γ + p → J/ψ + p

Coherent

Target p/A remains on
ground state

Average geometry

Incoherent:

Target dissociates

E-b-e fluctuations

Good, Walker, PRD120 1857, H.M, 2001.10705

y (rapidity)
]2|t| [GeV

0 0.5 1 1.5 2
]2

/d
t [

nb
/G

eV
σd

1−10

1

10

210

310
MAP

=75 GeV〉W〈

3≡Variant Nq  Nq
 
 

Coherent
Incoherent

Coherent,H1
Incoherent,H1

F [Total momentum transfer] ∼ impact parameter

H.M, Schenke, Shen, Zhao, 2202.01998

Results (Nq ⌘ 3 and free Nq)

Two setups:
Nq ⌘ 3 or free

Similar description
of the data
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H.M, Schenke, Shen, Zhao, arXiv:2203.0584

Heikki Mäntysaari (JYU) Bayesian analysis of proton shape April 6, 2022 / QM2022 6 / 12

Possibility to propagate geometry uncertainties: HERA ⇒ AA (computationally demanding)
Still missing from many IS models: energy dependent e-b-e geometry! Lappi Wed 11:40
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Nuclear geometry from DIS: γ + A → J/ψ + A
First measurement of the |t|-dependence of coherent J/ψ photonuclear productionALICE Collaboration
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Figure 2: Dependence on |t| of the photonuclear cross section for the coherent photoproduction of J/ψ off Pb
compared with model predictions [10, 11, 27] (top panel), where for LTA the low shadowing case is shown (see
text). Model to data ratio for each prediction in each measured point (bottom panel). The uncertainties are split
to those originating from experiment and to those originating from the correction to go from the UPC to the
photonuclear cross section.

the high-energy limit of QCD.
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Ultraperipheral AA collision

b & 2RA: strong interactions suppressed, nucleus creates photon flux n(!)

E

Z e1

Z e2

J. Nystrand et al, nucl-ex/0502005

�AA!AA+V ⇠ n(!)��A!VA(!)

Probes gluons with x = MV ey/
p

s

Forward LHC: x ⇠ 0.02 and x ⇠ 10�5.

Midrapidity LHC: x ⇠ 10�3

Dipole model is valid only at x . 10�2 ) at LHC limit |y | . 2 . . . 3.

Heikki Mäntysaari (JYFL) Coherent and incoherent AA 3.6.2014 6 / 20

Probe nuclear structure down to x ∼ 10−5

using photons at RHIC and at the LHC!

Nuclear-DIS before the EIC
(Brandenburg after coffee, Stasto Sat 8:30))

Significant nuclear suppression observed

Even stronger than saturation calculations typically predict
Compatible with nPDFs Guzey et al, 2008.10891

Potential to constrain nPDFs explored recently
Eskola, Flett, Guzey, Löytäinen, Paukkunen, 2203.11613, 2210.16048, 2303.03007

Steeper t ≈ p2T spectrum compared to the Pb form factor

Explanation: saturation modifying geometry
H.M, Salazar, Schenke, 2207.03712, Bendova et al 2006.12980, Rezaeian et al, 1402.4831

Effect dynamically included e.g. in IP-Glasma

Matyja, Tue 15:30 Data: ALICE, 2101.04623
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Nucleon substructure in nuclei

Matyja, Tue 15:30

Probe fluctuations at distance scale ∼ 1/|t|
Small |t|: nucleon positions fluctuate

Large |t|: (potential) nucleon substructure

New data from ALICE and STAR: incoherent γ + A → J/ψ + A∗

Nuclear modification to nucleon substructure not seen

Models with substructure fluctuations preferred

Recall: nucleon substructure crucial to explain flow in p+A
Schenke et al 1405.3605 H.M et al 1705.03177 Moreland et al 1808.02106, . . .

ALICE, 2305.06169 STAR: Tu at DIS2023

CGC calculations: H.M, Schenke, Salazar, 2207.03712 H.M, Schenke, 1703.09256

|t|-dependence of incoherent J/y photonuclear production ALICE Collaboration
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Figure 2: Cross section for the incoherent photoproduction of J/y vector mesons in ultra-peripheral Pb–Pb colli-
sions at

p
sNN = 5.02 TeV measured at midrapidity. The uncorrelated uncertainty (statistical and systematic added

in quadrature) is indicated with the vertical bar, while the correlated uncertainty by the grey band. The width of
each |t| range is given by the horizontal bars. The lines show the predictions of the different models described in
the text. The bottom panel presents the ratio of the integral of the predicted to that of the measured cross section
in each |t| range. The relative uncertainties on the ratios calculated from GSZ are 45%.

at a sub-nucleon scale. These results confirm the importance of sub-nucleon fluctuations to describe
the measured incoherent J/y process at high energies, representing the first experimental step to use
the quantum fluctuations of the gluon field to search for saturation effects in heavy nuclei. In addition,
this measurement, when confronted to models, demonstrates that the contribution of the dissociative
component to the total incoherent cross section depends on |t|. Thus, future analyses shall study the
incoherent production of J/y as a function of rapidity and |t| [47]. Finally, this analysis, together with
recent measurements [18, 20], indicate that new or improved theoretical models are needed to describe
simultaneously the energy and |t|-dependence of both the coherent and the incoherent processes of J/y
photoproduction, to gain a better understanding of saturation effects at a more fundamental level.
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Deformed nuclear geometry

• :, , :. and :/ manifest themselves at different |t| regions (different length scales).
• Different values of deformaBons don’t affect the locaBon of the first minimum of the 

coherent cross secBons (&0*123 4*5 ∼ 1/?,).
• In the future, we will train the emulator with diffracBve results. Then using emulator predict 

the Woods-Saxon deformaBon parameters.
H.Mantysaari, B.Schenke, C. Shen and W. Zhao, in progress.

%!, %", and %#

23

238U, '$ = ). +

!" !# !$

11

FIG. 3. Modification of multi-particle correlation observables in Xe+Xe collisions compared to

the baseline with spherical nuclei provided by Pb+Pb collisions. Left: elliptic flow, v2 [35]. Right:

correlation between elliptic flow and the average transverse momentum, ⇢2 [45].

fluctuation of transverse momentum, �pT = pT�hpTi, at a given multiplicity. This quantity

is conveniently formulated as a Pearson coefficient [38], ⇢n =
hv2

n�pTiq
(hv4

ni�hv2
ni2)

p
h�pT�pTi

. For

quadrupole deformation, theoretical work shows the following leading-order dependence [39]

⇢2 ⇡ b00 � b01�
3
2 cos(3�), (5)

where b00 and b01 are positive coefficients. In the presence of large �2, moving from oblate

(� = 60�) to prolate (� = 0) shapes decreases ⇢2 in a substantial way. A recent measurement

at RHIC shows precisely ⇢2 < 0 in central U+U collisions [40], which is explained naturally by

the large prolate deformation of 238U [41], �2 ⇠ 0.28, � = 0. The nucleus 129Xe is particularly

interesting for such a study, as its shape is considerably deformed and also triaxial, �2 = 0.2

and � ⇡ 30� [42–44]. In the right panel of Fig. 3, model calculations assuming oblate, triaxial,

and prolate 129Xe shape show a strong modification of ⇢2 in 129Xe+129Xe collisions with

respect to the 208Pb+208Pb collisions [43]. Measurements from the ATLAS collaboration

indeed confirm the triaxial scenario [45]. One important point is that the combined use of

v2
2 and ⇢2 can simultaneously constrain �2 and �.

In the octupole sector, much less is known from low-energy physics [46]. Direct evidence

of octupole deformation in excitation bands of atomic nuclei is scarce, because octupole de-

formation rarely manifests as a mean-field effect (static deformations) [47, 48], as in a simple

rotor model. However, dynamical octupole correlations at the beyond-mean-field level are

Deformed (βn > 0) nuclei (U, Xe) collided at RHIC & LHC

Deformations modify initial density profile ⇒ flow, . . .

Deformations also enhance e-b-e transverse density
fluctuations probed in DIS

Enhanced incoherent γ + A → J/ψ + A∗ cross section
Momentum transfer conjugate to geometry
⇒ different −t ≈ p2T ranges probe different deformations

EIC (or UPCs): clean access to deformations

H.M et al 2303.04866; Brandenburg et al, 2209.11042, Ryssens et al, 2302.13617

Talks by Zhao, Wed 15:40; Singh, Wed 16:50, Kanakubo Thu 9:30

Nuclear structure calculations not covered here, see Brandenburg et al, 2209.11042 for review

Heikki Mäntysaari (JYU) Initial state Sep 8, 2023 8 / 20

https://indico.cern.ch/event/1139644/contributions/5453433/
https://indico.cern.ch/event/1139644/contributions/5453423/
https://indico.cern.ch/event/1139644/contributions/5344534/
https://arxiv.org/pdf/2209.11042.pdf


Precision frontier of CGC
�⇤

R1

�⇤

R2

�⇤

SE1

�⇤

SE2

�⇤

SE3

�⇤

V1

�⇤

V2

�⇤

V3

Figure 1. Feynman diagrams that appear in the production of dijets at NLO. Top: real gluon

emission diagrams. Middle: self energy diagrams. Bottom: vertex correction diagrams. Diagrams

obtained from q $ q̄ interchange are not shown, and are labeled with an additional prime index,

for example, R2 ! R0
2. Only the diagrams in which the gluon does not scatter o↵ the shockwave

contribute to the Sudakov double and single logarithms.

plane d = 2 ! d = 2 � " 11, and cut-o↵ regularization along the minus lightcone direction

with the cut-o↵ scale ⇤�. The final result of [1] (summarized in section 8 of that paper,

specifically in Eqs. (8.1) to (8.9)) is essentially decomposed into three terms (cf. Eq. (8.1) in

[1]). The first term (labeled “IRC,i.f.” in [1]) comes from the cancellation between the UV

divergent component of SE1, the UV divergent diagrams SE2, SE3 and V2 and the in-cone

divergent contributions from R2 ⇥ R2 and R0
2 ⇥ R0

2. The two other terms come from the

other real and virtual finite diagrams (including the finite contribution from the self-energy

SE1). This decomposition was su�cient in order to prove the UV and IR finiteness of the

NLO cross-section, as well as the factorization of rapidity divergences12.

That said, in view of isolating the dominant contributions of the NLO impact factor

in the back-to-back limit (the large Sudakov logarithms), it will prove more convenient to

11We note that other works follow the convention d = 2 ! d = 2 � 2", which can be obtained from our

results by simply " ! 2".
12In the Regge limit, rapidity divergences occur since we work with Wilson lines on the lightcone. We

regularize such divergence by introducing a longitudinal momentum cut-o↵ ⇤�, hence the divergence will be

traded by a large logarithm ln(⇤�). Throughout this manuscript, we will use the terms rapidity divergence

and large rapidity logarithms interchangeably.

– 13 –

Caucal, Salazar, Schenke, Venugopalan, 2208.13872
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Color Glass Condensate at precision level

CGC calculations are now entering the NLO era (αs ln 1/x ∼ O(1), NLO = α2
s ln 1/x)

Factorization at small-x

dσ ∼ Impact factor⊗Wilson line correlator

Building blocks for NLO accuracy

Impact factors (hard coefficients)

Small-x evolution for Wilson lines

Non-perturbative input from fits

Precision probes of initial state

RHIC&LHC p+A data

Photonuclear processes in UPCs

Future EIC

Look for gluon saturation & Impact on heavy ion phenomenology

Properties of the initial state at precision level

Additional direction potentially relevant for EIC: sub-eikonal corrections Altinoluk et al, 2212.10484; 2303.12691
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Small-x energy evolution at NLO

Small-x evolution = energy dependence, NLO accuracy achieved already some time ago:

Balitsky-Kovchegov (BK) for two-point function (⟨TrV †
xVy ⟩) (Balitsky, Chirilli, 2007)

Resummation of transverse logs (Ducloué et al 2019, Iancu et al 2015, Beuf 2014)
Numerical solution (Lappi, H.M, 2016)

JIMWLK (any Wilson line operator) (Balitksy, Chirilli, 2013, Kovner, Lublinsky, Mulian 2013)
Resummation of transverse logs (Hatta, Iancu, 2016)
No numerical solution yet
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N
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)

y = 0
y = 5
y = 10

Qs,0/§QCD = 2

1
−

1 N
c
⟨T

rV
† x
V
y
⟩

3

With this structure at hand (subtracting second iteration of HLO, which is suppressed by an extra power of the
longitudinal phase space) we can write down the most general form of the NLO Hamiltonian, which preserves the
SUL(Nc) × SUR(Nc), the signature and the charge conjugation symmetries [22]:

HNLO JIMWLK =

∫

x,y,z

KJSJ(x, y; z)
[
Ja

L(x)Ja
L(y) + Ja

R(x)Ja
R(y) − 2 Ja

L(x)Sab
A (z)Jb

R(y)
]

+

+

∫

x y z z′
KJSSJ(x, y; z, z′)

[
fabc fdef Ja

L(x)Sbe
A (z)Scf

A (z′)Jd
R(y) − Nc Ja

L(x)Sab
A (z)Jb

R(y)
]

+

+

∫

x,y,z,z′
Kqq̄(x, y; z, z′)

[
2 Ja

L(x) tr[S†(z)T a S(z′)T b] Jb
R(y) − Ja

L(x)Sab
A (z)Jb

R(y)
]
+

+

∫

w,x,y,z,z′
KJJSSJ(w; x, y; z, z′)facb

[
Jd

L(x)Je
L(y)Sdc

A (z)Seb
A (z′)Ja

R(w) − Ja
L(w)Scd

A (z)Sbe
A (z′)Jd

R(x)Je
R(y) +

+
1

3
[ Jc

L(x)Jb
L(y)Ja

L(w) − Jc
R(x)Jb

R(y)Ja
R(w)]

]
+

+

∫

w,x,y,z

KJJSJ(w; x, y; z) f bde
[
Jd

L(x)Je
L(y)Sba

A (z)Ja
R(w) − Ja

L(w)Sab
A (z)Jd

R(x)Je
R(y) +

+
1

3
[ Jd

L(x)Je
L(y)Jb

L(w) − Jd
R(x)Je

R(y)Jb
R(w)]

]
(9)

All Js in (9) are assumed not to act on S in the Hamiltonian. No other color structures appear in the light cone
wave function calculation. The discrete symmetries require the kernels KJSSJ and Kqq̄ to be symmetric under the
interchanges z ↔ z′ or x ↔ y, while KJJSSJ to be antisymmetric under simultaneous interchange z ↔ z′ and x ↔ y.
We also note that to determine the coefficient of the three J virtual term we need to use the tree level conformal
invariance of QCD [19]. Our aim is to determine these kernels by comparing the general structure of eq.(9) to the
results of [8] and [16].

Ref. [8] has computed the evolution of a quark-antiquark dipole U = tr[S(u)S†(v)]/Nc. In the JIMWLK formalism,
this evolution is generated by acting with HNLO JIMWLK on U according to eq.(1). The action is defined through
the action of the rotation generators JL and JR (3) and is a purely algebraic operation. The five kernels contribute to
the evolution of the dipole and each contribution can be identified in eq. (5) of ref. [8]. It may be possible to recover
all five kernels solely from the evolution of the dipole given in [8]. It is however more straightforward to supplement
this by the results of [16], which provides an additional piece of NLO calculation. Ref. [16] calculated part of the
evolution of the three quark singlet amplitude B = εijkεlmn Sim(u)Sjl(v)Skn(w) for Nc = 3, that involves diagrams
which couple all three Wilson lines. In our Hamiltonian these contributions are generated by terms originating from
KJJSJ and KJJSSJ where all factors of J act on different Wilson lines. These two kernels contribute both to the
evolution of the dipole and the three quark singlet. We have determined these kernels using the results of [16] and
have checked that the results of [8] are reproduced correctly with our Hamiltonian. This constitutes a non-trivial
crosscheck on our calculation, as well as that of refs.[8] and [16].

We now quote the resulting expressions for the kernels:

KJSJ(x, y; z) = − α2
s

16π3

(x − y)2

X2Y 2

[
b ln(x − y)2µ2 − b

X2 − Y 2

(x − y)2
ln

X2

Y 2
+ (

67

9
− π2

3
)Nc − 10

9
nf

]
− Nc

2

∫

z′
K̃(x, y, z, z′)

(10)

Here µ is the normalization point in the MS scheme and b = 11
3 Nc − 2

3nf is the first coefficient of the β-function.

KJSSJ(x, y; z, z′) =
α2

s

16 π4

[
− 4

(z − z′)4
+

{
2
X2Y ′2 + X ′2Y 2 − 4(x − y)2(z − z′)2

(z − z′)4[X2Y ′2 − X ′2Y 2]

+
(x − y)4

X2Y ′2 − X ′2Y 2

[ 1

X2Y ′2 +
1

Y 2X ′2

]
+

(x − y)2

(z − z′)2

[ 1

X2Y ′2 − 1

X ′2Y 2

]}
ln

X2Y ′2

X ′2Y 2

]
+ K̃(x, y, z, z′) (11)

K̃(x, y, z, z′) =
i

2
[KJJSSJ (x; x, y; z, z′) − KJJSSJ(y; x, y; z, z′) − KJJSSJ(x; y, x; z, z′) + KJJSSJ (y; y, x; z, z′)] (12)

Kqq̄(x, y; z, z′) = − α2
s nf

8 π4

{X ′2Y 2 + Y ′2X2 − (x − y)2(z − z′)2

(z − z′)4(X2Y ′2 − X ′2Y 2)
ln

X2Y ′2

X ′2Y 2
− 2

(z − z′)4

}
(13)

3

FIG. 1. JIMWLK evolution of the gluon fields in three di↵erent configurations of the proton for m = 0.2 GeV and ↵s = 0.3.
The trace of Wilson lines 1 � Re[tr(Vx?)]/Nc is shown in the transverse plane for di↵erent rapidities (Y ) to illustrate the
emergence of finer structure and growth of the proton with increasing rapidity.

FIG. 2. View of the transverse plane for a particular configuration of a right moving lead nucleus at three di↵erent rapidities.
Circles indicate the collision point of the proton with this lead nucleus for a selection of events. The color coding indicates
di↵erent centrality classes: red (0 � 5)%, blue (40 � 50)%, green (60 � 70)% and orange (80 � 90)%.

[64–68] evolution from Y = �2.4 to Y = +2.4 for each
configuration of the proton and the lead nucleus. We
store the configurations for various slices in rapidity, in
steps of Y = 0.2.

The implementation of the JIMWLK solver is equal
to that discussed in [1]. Specifically, we express the
JIMWLK hierarchy in terms of a functional Langevin

equation for the Wilson lines [76, 77]. Each Langevin
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Small-x energy evolution at NLO

Small-x evolution = energy dependence, NLO accuracy achieved already some time ago:

Balitsky-Kovchegov (BK) for two-point function (⟨TrV †
xVy ⟩) (Balitsky, Chirilli, 2007)

Resummation of transverse logs (Ducloué et al 2019, Iancu et al 2015, Beuf 2014)
Numerical solution (Lappi, H.M, 2016)

JIMWLK (any Wilson line operator) (Balitksy, Chirilli, 2013, Kovner, Lublinsky, Mulian 2013)
Resummation of transverse logs (Hatta, Iancu, 2016)
No numerical solution yet
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With this structure at hand (subtracting second iteration of HLO, which is suppressed by an extra power of the
longitudinal phase space) we can write down the most general form of the NLO Hamiltonian, which preserves the
SUL(Nc) × SUR(Nc), the signature and the charge conjugation symmetries [22]:

HNLO JIMWLK =

∫

x,y,z

KJSJ(x, y; z)
[
Ja

L(x)Ja
L(y) + Ja

R(x)Ja
R(y) − 2 Ja

L(x)Sab
A (z)Jb

R(y)
]

+

+

∫

x y z z′
KJSSJ(x, y; z, z′)

[
fabc fdef Ja

L(x)Sbe
A (z)Scf

A (z′)Jd
R(y) − Nc Ja

L(x)Sab
A (z)Jb

R(y)
]

+

+

∫

x,y,z,z′
Kqq̄(x, y; z, z′)

[
2 Ja

L(x) tr[S†(z)T a S(z′)T b] Jb
R(y) − Ja

L(x)Sab
A (z)Jb

R(y)
]
+

+

∫

w,x,y,z,z′
KJJSSJ(w; x, y; z, z′)facb

[
Jd

L(x)Je
L(y)Sdc

A (z)Seb
A (z′)Ja

R(w) − Ja
L(w)Scd

A (z)Sbe
A (z′)Jd

R(x)Je
R(y) +

+
1

3
[ Jc

L(x)Jb
L(y)Ja

L(w) − Jc
R(x)Jb

R(y)Ja
R(w)]

]
+

+

∫

w,x,y,z

KJJSJ(w; x, y; z) f bde
[
Jd

L(x)Je
L(y)Sba

A (z)Ja
R(w) − Ja

L(w)Sab
A (z)Jd

R(x)Je
R(y) +

+
1

3
[ Jd

L(x)Je
L(y)Jb

L(w) − Jd
R(x)Je

R(y)Jb
R(w)]

]
(9)

All Js in (9) are assumed not to act on S in the Hamiltonian. No other color structures appear in the light cone
wave function calculation. The discrete symmetries require the kernels KJSSJ and Kqq̄ to be symmetric under the
interchanges z ↔ z′ or x ↔ y, while KJJSSJ to be antisymmetric under simultaneous interchange z ↔ z′ and x ↔ y.
We also note that to determine the coefficient of the three J virtual term we need to use the tree level conformal
invariance of QCD [19]. Our aim is to determine these kernels by comparing the general structure of eq.(9) to the
results of [8] and [16].

Ref. [8] has computed the evolution of a quark-antiquark dipole U = tr[S(u)S†(v)]/Nc. In the JIMWLK formalism,
this evolution is generated by acting with HNLO JIMWLK on U according to eq.(1). The action is defined through
the action of the rotation generators JL and JR (3) and is a purely algebraic operation. The five kernels contribute to
the evolution of the dipole and each contribution can be identified in eq. (5) of ref. [8]. It may be possible to recover
all five kernels solely from the evolution of the dipole given in [8]. It is however more straightforward to supplement
this by the results of [16], which provides an additional piece of NLO calculation. Ref. [16] calculated part of the
evolution of the three quark singlet amplitude B = εijkεlmn Sim(u)Sjl(v)Skn(w) for Nc = 3, that involves diagrams
which couple all three Wilson lines. In our Hamiltonian these contributions are generated by terms originating from
KJJSJ and KJJSSJ where all factors of J act on different Wilson lines. These two kernels contribute both to the
evolution of the dipole and the three quark singlet. We have determined these kernels using the results of [16] and
have checked that the results of [8] are reproduced correctly with our Hamiltonian. This constitutes a non-trivial
crosscheck on our calculation, as well as that of refs.[8] and [16].

We now quote the resulting expressions for the kernels:

KJSJ(x, y; z) = − α2
s

16π3

(x − y)2

X2Y 2

[
b ln(x − y)2µ2 − b

X2 − Y 2

(x − y)2
ln

X2

Y 2
+ (
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Here µ is the normalization point in the MS scheme and b = 11
3 Nc − 2

3nf is the first coefficient of the β-function.
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[
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+
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K̃(x, y, z, z′) =
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[KJJSSJ (x; x, y; z, z′) − KJJSSJ(y; x, y; z, z′) − KJJSSJ(x; y, x; z, z′) + KJJSSJ (y; y, x; z, z′)] (12)

Kqq̄(x, y; z, z′) = − α2
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8 π4

{X ′2Y 2 + Y ′2X2 − (x − y)2(z − z′)2
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FIG. 1. JIMWLK evolution of the gluon fields in three di↵erent configurations of the proton for m = 0.2 GeV and ↵s = 0.3.
The trace of Wilson lines 1 � Re[tr(Vx?)]/Nc is shown in the transverse plane for di↵erent rapidities (Y ) to illustrate the
emergence of finer structure and growth of the proton with increasing rapidity.

FIG. 2. View of the transverse plane for a particular configuration of a right moving lead nucleus at three di↵erent rapidities.
Circles indicate the collision point of the proton with this lead nucleus for a selection of events. The color coding indicates
di↵erent centrality classes: red (0 � 5)%, blue (40 � 50)%, green (60 � 70)% and orange (80 � 90)%.

[64–68] evolution from Y = �2.4 to Y = +2.4 for each
configuration of the proton and the lead nucleus. We
store the configurations for various slices in rapidity, in
steps of Y = 0.2.

The implementation of the JIMWLK solver is equal
to that discussed in [1]. Specifically, we express the
JIMWLK hierarchy in terms of a functional Langevin

equation for the Wilson lines [76, 77]. Each Langevin
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Hard factors at NLO

A lot of activity in recent years (too much for one slide)

Total DIS cross section (Hänninen et al, 2018, Beuf 2017)

Quark mass LCPT renormalization + heavy quarks in DIS
(Beuf, Lappi, Paatelainen 2022)

VM in DIS (Boussarie et al 2017, Penttala, H.M, 2021, 2022)

Inclusive and diffractive dihadrons/jets in DIS (Caucal et al 2023,
Bergabo, Jalilian-Marian 2023, Taels et al 2022, Fucilla et al 2022)

p+A (Chirilli et al, 2012, Stasto et al 2013, Ducloué et al 2016, 2017

Altinoluk et al, 2014, Watanabe et al, 2015, Iancu et al, 2016, . . . )

Diffractive DIS (partially) (Hänninen et al, 2022)

Huge global effort to enable precision level studies underway!

V (x)

V †(y)

6

(a) (b)

FIG. 4. Typical virtual diagrams for the next-to-leading order quark production qA → q + X.

and S
(4)
Y (x⊥, b⊥, y⊥) = 1

N2
c
〈Tr[U(x⊥)U †(b⊥)]Tr[U(b⊥)U †(y⊥)]〉Y . Several steps are necessary in deriving the above

result from Eq. (11). By integrating over the gluon momentum, we identify x⊥ to x′
⊥ which simplifies S

(6)
Y to

S(2)(b⊥, b′
⊥). This is expected since we know the multiple interactions between the gluon and the nucleus target

should cancel if the gluon is not observed. Furthermore, using the Fierz identity, one can write

S
(3)
Y (b⊥, x⊥, v′

⊥) =
Nc

2CF

[
S

(4)
Y (b⊥, x⊥, v′

⊥) − 1

N2
c

S
(2)
Y (b⊥, v′

⊥)

]
, (17)

which only involves the Wilson lines in the fundamental representation. Then, the final steps, which include the Fourier
transforms, as well as the convolutions of the quark distribution and fragmentation function, are quite straightforward.

Before we proceed to the calculations of the virtual diagrams, we comment on the result shown in Eq. (15). The
major obstacles of evaluating the integrals in Eq. (15) are the divergences. There are three types of singularities
lying in that equation, namely, the rapidity divergence which occurs at ξ = 1 when the rapidity of the radiated
gluon becomes −∞, and the collinear singularities which correspond to the cases that the final state gluon is either
collinear to the initial quark or final state quark. We shall expect that the virtual diagrams cancel some part of the
divergences, while the uncancelled divergences shall be absorbed into the renormalization of the quark distribution

and fragmentation functions as well as the target dipole gluon distribution (S
(2)
Y (x⊥, y⊥)). After these subtractions,

the remainder contributions should be finite and give us the NLO correction to the single inclusive hadron production
cross section.

The evaluation of the virtual graphs as shown in Fig. 4 are quite simple in the dipole picture. Their contributions
are proportional to

−2αsCF

∫
d2v⊥
(2π)2

d2v′
⊥

(2π)2
d2u⊥
(2π)2

e−ik⊥·(v⊥−v′
⊥)
∑

λαβ

ψλ∗
αβ(u⊥)ψλ

αβ(u⊥)

×
[
S

(2)
Y (v⊥, v′

⊥) − S
(3)
Y (b⊥, x⊥, v′

⊥)
]
, (18)

where the factor of 2 takes care of the fact that the mirror diagrams of Fig. 4 give the identical contributions when
the virtual loop is on the right side of the cut. It is straightforward to see that these two terms in the last line of
Eq. (18) correspond to the Fig. 4 (a) and (b), respectively. This eventually leads to

− αs

2π2

∫
dz

z2
Dh/q(z)xpq(xp)

∫ 1

0

dξ
1 + ξ2

1 − ξ

×
{

CF

∫
d2q⊥I(q⊥, k⊥) +

Nc

2

∫
d2q⊥d2kg1⊥J (q⊥, k⊥, kg1⊥)

}
, (19)

where explicitly one writes

I(q⊥, k⊥) = F(k⊥)

[
q⊥ − k⊥

(q⊥ − k⊥)2
− q⊥ − ξk⊥

(q⊥ − ξk⊥)2

]2
,

J (q⊥, k⊥, kg1⊥) =
[
F(k⊥)δ(2) (kg1⊥ − k⊥) − G(k⊥, kg1⊥)

] 2(q⊥ − ξk⊥) · (q⊥ − kg1⊥)

(q⊥ − ξk⊥)2(q⊥ − kg1⊥)2
. (20)

It is easy to see that the virtual contributions indeed contain three types of singularities as we mentioned before. There
are two important features that we wish to emphasize here. First, the rapidity divergence term is only proportional
to Nc/2 since I vanishes at ξ → 1 limit. This agrees with the BK equation since there is no 1/N2

c corrections to
the leading order BK equation. Second, when one integrates over the quark transverse momentum k⊥, the rapidity
divergence disappears due to the complete cancellation between the real and virtual contributions.
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First phenomenological studies at NLO

First phenomenological studies at NLO becoming available

Initial condition for small-x evolution (Beuf et al, 2020)

Heavy quark production (Hänninen et al, 2022)

Exclusive J/ψ, ρ, ϕ,Υ (Penttala, H.M, 2021, 2022)

Hadron production in pA
(Shi et al, 2021, H.M, Tawabutr, 2023)

Dihadron correlations in DIS (Caucal et al 2023)

Next in the field

Global analyses probing saturation effects and
constraining non-perturbative input
⇒ Heavy ion initial state description at NLO

Plots: Caucal et al, 2308.00022, Shi et al, 2112.06975 Shi Wed 17:30

5

unambiguously positive for the R range studied.
Theory uncertainties in the NLO result can be di-

vided into four classes; three of these are displayed in
Fig. 2 (Bottom). We first show uncertainties from the un-
known order N2LO contributions beyond the NLO im-
pact factor; they are estimated by varying the running
coupling scale c = 0.5 � 2 both in the NLO coefficient
function where µR = cP? and in the Sudakov factor.
Since they are parametrically of order ↵2

s ln2(P?/µ0), the
band width grows with decreasing q?. This illustrates
the importance of controlling powers of ↵s ln(P?/µ0)
for future precision studies.

The second source of uncertainty are the missing con-
tributions from the full NLO BK kernel. To gauge the
sensitivity to these, we use two different formulations
[85, 86] of the kinematically constrained running cou-
pling BK equation that differ by the additional resum-
mation of single transverse logarithms [84]. The blue
area shows the corresponding sensitivity with relative
variation of O(10%); including the full NLLx BK RGE
can therefore significantly improve the overall precision
of the computation. Thirdly, variations with respect to
↵s,max are shown by the gray band in Fig. 2 (Bottom).
Though as expected they grow at small q? this sensi-
tivity is mitigated, especially in large nuclei, because
the scale (minimal transverse size) controlling the cou-
pling is set instead by Qs. Lastly, power correction
q2
?/P 2

?, Q2
s/P 2

? uncertainties (not shown) previously dis-
cussed at LO [25, 26] can be O(10%) for q? . 1.5 GeV
and P? = 4 GeV.

Fig. 3 displays ReA, the ratio of the azimuthally aver-
aged back-to-back dijet yield in e+A to e+p collisions.
Such ratios minimize the aforementioned theory uncer-
tainties as well as experimental ones. The top plot shows
the q? dependence of ReA for a large nucleus; for sim-
plicity, we take A1/3 = 6. At LO, it has a “Cronin” peak
well-known from the corresponding ratio in proton-
nucleus (p+A) collisions [87]; in the CGC, it is generated
by coherent multiple scattering that shifts the typical
momentum imbalance to larger q? in heavier nuclei [88].
At NLO, we see that the Cronin enhancement is washed
out by Sudakov corrections alone. A further strong
effect is seen from the NLO contributions dominantly
caused by the WW gluon TMD RGE which suppresses
ReA analogously to the RpA case [89, 90]. Qualitatively,
Sudakov logs suppress configurations corresponding to
small q? (or large rbb0 ) in the projectile. However since
a fundamental consequence of gluon saturation is that
even configurations with small rbb0 are sensitive to non-
linear RG evolution with x, its precocious onset in large
nuclei [91] leads to a suppression in ReA with A1/3. This
is clearly demonstrated in the bottom plot. For fixed
q? = 1.5 GeV, one observes an increasing suppression
with A1/3. The systematics of this suppression with A1/3

and q? are sensitive to the WW TMD RGE. Additional
plots with different kinematic choices are provided in

Figure 3. q? and A dependence (Top and Bottom respectively)
of the nuclear modification factor ReA for the azimuthally av-
eraged back-to-back dijet yield.

the supplemental material.
While more detailed studies are necessary, our results

are suggestive that inclusive back-to-back dijets in e+A
collisions show strong potential to be a golden chan-
nel for gluon saturation at the EIC. Our conclusions can
be strengthened by minimizing the stated theory un-
certainties and by extending the comprehensive NLO
study here to the di-hadron channel. Global analyses in-
corporating other e+A small x final states [85, 92–102]
and analogous studies [103–119] in p+A collisions at
RHIC and the LHC will further enable unambiguous de-
termination of the dynamics of gluon saturation.
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Introduction and Forward Hadron Production at LO
NLO and Threshold Resummation

Summary and Outlook

Comparison with the new LHCb data
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Threshold effect is not
important at low pT for
LHCb data. Saturation
effects are still dominant.

Predictions are improved
from LO to NLO.
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Longitudinal dynamics
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FIG. 3. Two nuclei evolving in rapidity via the JIMWLK equations. At Y
(0)

A and Y
(0)

B the Wilson lines are determined via
equation (5). Then these Wilson Lines are evolved via equation (18). Plotted are snapshots of the quantity 1

Nc
Tr(V � 1),

a proxy for gluon density. It is possible to see as the JIMWLK evolution proceeds to smaller Bjorken-x, the gluon density
increases while the large scale geometry of the nuclear structure persists.

type of rapidity dependence, whether it be through ra-
pidity fluctuations [36, 37, 59], JIMWLK evolution [52],
or colour sources [43, 53, 54]. In this work, we extend the
initial conditions themselves to be able to accommodate
a non boost-invariant setup.

One of the consequences of having an ⌘ dependence is
that the usual 2+1D solution, Ai = (i/g)V @iA

†, A⌘ = 0,
is no longer pure-gauge in space. This introduces a
problem in energy deposition because the field strength
F⌘i no longer vanishes outside the overlap region. This
chromo-magnetic field component automatically vanishes
in the 2+1D case outside the overlap. However, in 3-
dimensions, the derivative in ⌘ no longer vanishes and
hence if one were to use the 2+1D MV solution for in-
dividual nuclei, one would find F⌘i = @⌘Ai 6= 0. This
means that non-zero energy density would appear in the
transverse plane wherever a single nucleus had non-zero
gauge field, rather than solely in the interaction region.
This phenomenon can be seen clearly in Fig. 4.

This undesirable feature can conceivably be dealt with
in two ways. One is to just remove the energy den-
sity from the positions where either Ai

A or Ai
B vanishes.

This option, however, is ambiguous since it is not clear
whether any subtraction should be made in the regions
where neither of the two fields vanishes. Another more

natural option is to generalize the initial condition by
modifying the longitudinal gluon fields as

A
A (B)
0,⌘ =

i

g
VA@⌘V

†
B (12)

A0,⌘ = AA
⌘ + AB

⌘ (13)

This has the advantage of retaining the feature that each
individual nucleus remains pure gauge in space, while
reducing to the boost invariant case where derivatives
in ⌘ vanish. Recall that the field strength tensor of a
pure gauge vanishes, and thus does not contribute to the
energy density. For a visual summary of the 3+1D initial
condition, see Fig. 2.

It is worth noting here that in general, initial condi-
tions are needed for the dynamic variable A⌘ and its
conjugate momentum E⌘ but not A⌘. The fact that
we could specify the initial value for A⌘ as �E⌘

0/2 in
2+1D is an artifact of assuming that the �⌧@⌧A⌘ term
in Eq.(10) vanishes in the ⌧ ! 0+ limit. Such an as-
sumption forces the behaviour of A⌘ in the small ⌧ limit
to be A⌘ = (E⌘

0/2)⌧2 +O(⌧3) and hence forces the initial
A⌘ to vanish. However, this is not the only possibility.
One can have

A⌘(⌧) = A0,⌘ +
E⌘

0

2
⌧2 + O(⌧3) (14)

McDonald et al, 2306.04896
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Moving away from midrapidity in A+ A

QGP production in 3D

Hydro and hadronic cascade already at 3+1D by default,
initial state is the last missing ingredient

Lots of dynamics away from midrapidity
probing also the x-dependent nuclear structure

3D initial states from weak coupling

CGC-based approaches

pQCD-based EKRT now in 3D Poster by M. Kuha

Other 3D ICs not directly connected to eA/pA not covered here:
TRENTo-3D, AMPT/HIJING, UrQMD, string deceleration,
longitudinally extended nuclei&CYM, . . . (see also Kanakubo Thu)

2

FIG. 1. Rendering of the initial conditions produced
for a random Pb–Pb collision at

p
sNN = 5.02 TeV and

discretized onto a 3D grid. For visualization the energy
density (indicated by color and opacity) is flattened in
the ⌘s direction for each rapidity slice.

II. THE TRENTo-3D MODEL

The starting point of the TRENTo-3D model is to
sample, for two colliding nuclei, the respective dis-
tributions of nuclear matter and the impact parame-
ter that separates them. Pairs of opposing nucleons
are then tested for interaction to obtain the nuclear
thicknesses that will determine the initial conditions.
This procedure is inherited from the 2D or boost-
invariant TRENTo, so we review the salient concepts
here and refer readers seeking a more detailed treat-
ment to Refs. [22, 29]. We then discuss the novel 3D
extension, the essence of which is to transform these
thicknesses into a spacetime rapidity-dependent en-
ergy deposition. An example of TRENTo-3D initial
conditions is illustrated in Fig. 1.

A. Review of (2D) TRENTo

Given a collision system involving two nuclei A
and B and a nucleon–nucleon center-of-mass energyp

sNN, TRENTo first generates the configuration of
each nucleus by sampling positions in (x, y, z) space
for its nucleons, typically according to a Woods–
Saxon distribution. TRENTo then approximates the
nuclei as infinitesimally thin nuclear pancakes (i.e.,
2D projections) in the transverse (x–y) plane, owing
to the Lorentz contraction along the z direction in
the ultrarelativistic limit. At the moment of collision
(t = 0), the two nuclear pancakes instantaneously
overlap in the transverse plane at z = 0, their cen-
ters of mass o↵set in the transverse plane by some
impact parameter b.

Every A nucleon–B nucleon pair is stochastically
checked for inelastic collision, with the interaction

probability based on the transverse separation bNN

and the inelastic cross section �inel
NN (a free param-

eter in TRENTo, while computed in TRENTo-3D
according to Eq. (22)). Any nucleon that interacts
at all becomes a “participant” in the collision; the
nucleons that do not participate in any interaction
are “spectators” and are not considered further.

Each nucleon comprises nc � 1 constituents,
which are modeled as 2D Gaussians in the trans-
verse plane, each of uniform width v and each nor-
malized to have total thickness 1/nc (since thick-
ness expresses nucleon number density). The sum
over the constituents of all participants in nucleus X
yields the participant thickness TX , defined

TX(~x?) =
X

p2particip.{X}

1

nc
⇥

X

c2p

�c
e�|~x?�~xp�~sc|2/2v2

2⇡v2
, (1)

where each subnucleonic constituent is fluctuated by
a random factor �c to account for the broad multi-
plicity distribution observed in proton–proton colli-
sions. ~xp is the transverse position of the nucleon
(relative to a fixed origin, so implicitly accounting
for impact parameter) and ~sc is the constituent’s
transverse position in the nucleon.

Finally, the two thicknesses are combined to pro-
duce the initial conditions. TRENTo’s approach is
to compute a “reduced thickness” using the gener-
alized mean with a reduced thickness parameter p:

TR(~x?) =

✓
T p

A(~x?) + T p
B(~x?)

2

◆1/p

. (2)

In e↵ect this allows continuously varying among the
behaviors of many 2D initial-conditions models. Up
to a normalization factor, TR is the distribution
at midrapidity constituting TRENTo’s initial con-
ditions.

B. 3D Ansatz

In 2D TRENTo, the physical quantity that the ini-
tial conditions represented—energy or entropy den-
sity, for instance—was not determined a priori. A
key principle of TRENTo-3D is that the initial con-
ditions should represent an energy deposition, specif-

η

TRENTo-3D
Soeder et al, 2306.08665
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CGC in 3D
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Figure 5: Comparison of the energy density (top),
electric charge density Q (middle) and baryon charge
density B (bottom) deposition when using different

PDFs. Here are pictured the conserved charges when
using the CT18NLO, CT18NLO and CT14NNLO sets.
As the reader can easily see, while there are significant
changes in the quark energy density, Q and B do not

change, just as expected.

Before we explore the full 3D structure of the model
it is important to cross-check that observables at mid-
rapidity can be reasonably well described within we
model. We first investigate the centrality dependence of
the charged particle multiplicity dNch�dy, which follow-
ing [70] can be estimated directly from the initial energy
density profile as

�dNch

dy
� =4

3

Nch

S
C3�4∞ �4⇡ ⌘

s
�1�3 �⇡2

30
⌫e↵�1�3

× � d2x �⌧e(y,x)�2�3
0

(28)

where ⌫eff = 40, S�Nch = 7.5. We present the results in
Fig. 6, where we compare the centrality dependence of
dNch�dy to experimental measurement at RHIC [64] and
LHC energies [65–68]. Bands signify the uncertainties in
⌘�s and C∞ in these estimates and correspond to varia-
tions of C∞ = 0.8 − 1.15 and ⌘�s = 0.08 − 0.24. We find

Figure 6: Charged particle yield as a function of
centrality for

√
sNN = 200 GeV (top),

√
sNN = 2.76 GeV

(center) and
√

sNN = 5.02 GeV (Bottom). Experimental
data shown in the figure for Au-Au at

√
sNN = 200 GeV

is from ref. [64], Pb-Pb collisions at
√

sNN = 2.76 TeV
from ref. [65, 66], and

√
sNN = 5.02 TeV from

ref. [67, 68]. The bands represent the uncertainties in
⌘�s and C∞ for the estimates here presented, where
they correspond to variations of C∞ = 0.8 − 1.15 and

⌘�s = 0.08 − 0.24.

that within these uncertainties, the model describes the
centrality dependence of the data rather well; in partic-
ular also the energy dependence of the charged particle
multiplicity is well described within the McDipper.

Next we turn to behaviour of the event-by-event eccen-
tricities at mid-rapidity, which provide knowledge about
collective flow and geometric fluctuations. We present
our results for the cumulants "2{2}, "3{2} and "4{2} in
Fig. 7, where we plot "n{2} as a function of centrality.

15

Figure 11: Flow decorrelation of initial spatial eccentricities, rn, in Au-Au collisions
√

s = 200 GeV for the GBW and
IP-Sat models. In this figure we present the results for the harmonics n = 2,3,4 (( left), ( center) and ( right) panels,

respectively) and a reference rapidity of ⌘b = 2.5 − 4.7 [5]
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Appendix A: Collinear limit

In this section we will show a brief derivation of the
collinear limit for the gluon production formula, eq. (1).
This formula has also been derived in the hybrid formal-
ism [32], and it is valid for gluon forward/backward kine-
matics, where a large-x gluon scatters of a dense target.
For us this means particularly the large �⌘s� regions.

We start by integrating the momentum conservation

delta function,

dNg

d2xd2pdy
= g2 Nc

4⇡5(N2
c − 1)p2 � d2q(2⇡)2× �1(x1,x,q) �2(x2,x,p − q) (A1)

For simplicity we will focus specifically in the forward
region, where ⌘s > 0 and large. In this case, the right
moving nucleon has x1 ∼ 1 while the left moving nu-
cleon possesses the opposite behaviour, x2 � 1. Since
the characteristic scale, the saturation scale, of these
distribution increases with decreasing x, at forward ra-
pidities �1 will peak at small values of k⊥. Since �2

will be dominated by large modes we can take the limit
in which �p� > �q� and expand around it. For the pur-
poses of this work, we can keep only the zeroth order,
�2(x2,x,p − q) → �2(x2,x,p), while higher corrections
come as gradients in q. In this way we get a simplified
formula, namely

dNg

d2xd2pdy
= 1(2⇡)2 xgA(x1,x,p)Dadj(x2,x,p) (A2)

where we have defined the nuclear PDF as

xgA(x,x,p2) = N2
c − 1

16⇡4↵sNc
� �q�<�p�

d2q

× q2 Dadj(x,x,q) (A3)
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McDipper, Garcia-Montero, Elfner, Schlichting, 2308.11713

Initial energy, charge and baryon density from CGC:

Gluon production: kT factorization ∼ UGD2

Quark production hybrid formalism ∼ PDF ⊗ UGD

x dependence of UGD parametrized:
IPsat/GBW fitting HERA DIS+vector meson data

Currently LO

NLO and perturbative evolution possible developments

Lessons learnt

Promising results (IS only, no time evolution)

Additional fluctuations (valence q region?) required to
explain flow decorrelation

Poster by Garcia-Montero, flow decorrelation exp: Seidlitz Tue 12:40
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CGC in 3D: p+A with early time evolution
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FIG. 8. Two point correlation function for second order eccentricity "2 (top-left) and momentum anisotropy "p (top-right) for
(0 � 5)% centrality class for ↵s = 0.15 and m = 0.2 GeV. Bottom panel demonstrates the same observable for (60 � 70)%
centrality class.
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FIG. 9. Normalized two point correlation functions CN (�y) for geometric eccentricities "2, "3 (top) and initial state momentum
anisotropies v2 (bottom) for di↵erent centrality classes 0-5% (left), 40-50% (center) and 80-90% (right) as a function of the
rapidity separation ↵s�y.

wards more peripheral events and shows the strongest
centrality dependence on the lead going side.

On the other hand, the magnitude and centrality
dependence of the gluon momentum anisotropy vg

2 is
rather insensitive to the infrared regulator and only very

weakly dependent on the rapidity. However, as has
been observed previously [11, 34], the initial momentum
anisotropy driven vg

2 increases monotonically with de-
creasing multiplicity (towards more peripheral events).
We show here that this is true for all studied rapidities.

Eccentricity correlation

Momentum correlation

Schenke, Schlichting, Singh, 2201.08864:

JIMWLK evolved p/A structure

Early CYM evolution: independent 2D rapidity slices

Lessons learnt

Momentum decorrelates much faster than geometry

Initial momentum correlations have a small contribution to
correlation measurements with rapidity gap

ε3 decorrelates faster than ε2, compatible with HI data

Singh, Wed 16:50

Heikki Mäntysaari (JYU) Initial state Sep 8, 2023 17 / 20

https://inspirehep.net/literature/2016313
https://indico.cern.ch/event/1139644/contributions/5453423/


First lessons from 3D: A+A

McDonald, Jeon, Gale, 2306.04896:

JIMWLK evolved nuclei

One possible implementation for early CYM dynamics in 3D

Coupling to 3D hydro + UrQMD

Lessons learnt

Full 3D simulations are possible

Good description of spectra, ⟨pT ⟩, vn(η = 0) etc possible

Not enough longitudinal decorrelation,
need additional fluctuations?

Flow decorrelation exp: Seidlitz Tue 12:40,
see also Kanakubo Thu 9:30
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particles over a range ⌘ that is a much wider range than
that used by ALICE in Fig. 13. This likely contributes to
the the steeper rapidity dependence in the ALICE data,
because one would expect a more peaked structure at
mid-rapidity when correlating with mid-rapidity, as seen
in the data. It is, however, apparent that the current
3+1D IP-Glasma initial conditions do not contain enough
longitudinal decorrelations to describe the ALICE data.
This may be remedied by introducing thermal fluctua-
tions in the hydrodynamic evolution. It is also possible
that the fact our calculations underestimates vn(pT ) in
the low momentum region may also contribute to the
discrepancy, but this needs to be investigated further.

We have also calculated the rapidity correlation
rn(⌘a, ⌘b) [70]. However, as the number of events we have
so far (240 3+1D-IP-Glasma+MUSIC events per 10%
centrality) turned out to be too small to make statisti-
cally meaningful statements, we will leave it for future
study.

XI. CONCLUSION

The purpose of this study is to introduce a realistic
model of 3+1D initial conditions for relativistic heavy
ion collision simulations. The IP-Glasma model, origi-
nally developed for 2+1D simulations, has had great phe-
nomenological success for description of the mid-rapidity
observables that reflect the underlying QGP dynamics.
To extend the reach of theoretical descriptive and predic-
tive power to 3+1D, it is imperative to develop realistic
extension of the IP-Glasma initial conditions. Further-
more, hydrodynamic and hadronic cascade simulations
of heavy ion collisions are capable of handling 3+1D dy-
namics. As these simulations are sensitive to the initial
conditions, it is crucial to develop realistic 3+1D initial
conditions.

Owing to the fact that the simplicity of the 2+1D for-
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FIG. 12. Charged hadron multiplicity as a function of rapid-
ity, as compared to ALICE data[67].

mulation comes from the assumption of the infinite mo-
mentum frame (equivalently, boost invariance), the ex-
tension is not just a matter of trivially adding one more
dimension to the 2+1D IP-Glasma. In this study, we
have made an e↵ort to preserve the simplicity of the
2+1D formulation as much as possible while breaking
the boost invariance.

Our way of doing so is to generate longitudinal
structure in the pre-collision gluon fields through the
JIMWLK evolution, the numerical implementation of
which was developed in Ref.[35]. This was incorporated
in the IP-Glasma model in Ref.[52]. There remains the-
oretical di�culties in temporally evolving this system on
the lattice in three spatial dimensions, however. These
include the di�culty posed by the initial gauge fields and
the initial solution to Gauss’ law, as outlined in Section
IV. Both of these problems are addressed in this work, al-
though the solutions may not be unique. This allows for a
temporal evolution in three spatial dimensions and thus
exploration of the the phenomenological e↵ects of the
longitudinal structure generated by the JIMWLK equa-
tions. The 3+1D IP-Glasma simulation is coupled to
MUSIC and UrQMD for comparison to hadronic results.

The 2+1D IP-Glasma describes the transverse dynam-
ics of heavy ion collisions extremely well. With slightly
modified parameters, the 3+1D implementation is able to
achieve similar level of agreement to key observables such
as hpT i, particle spectra, and pT -integrated vn. In addi-
tion, the 3+1D IP-Glasma is able to explore longitudinal
observables. In this paper, the multiplicity and vn flow
harmonics are explored as a function of pseudo-rapidity,
and good agreement is found. Comparison to higher or-
der correlations involving the longitudinal direction will
be explored in a future work, once substantially better
statistics are generated. This work serves as a proof of
principle that the IP-Glasma can be generalized to 3+1D
in a way that allows for consistent temporal evolution on
the lattice and thus phenomenological application.
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13

FIG. 13. The rapidity dependence of the momentum anisotropies vn(⌘)(n = 2, 3, 4), compared to ALICE data [68]. Both data
and the calculation are for pT > 0 GeV and use reference particles at mid-rapidity (|⌘|  0.5).

FIG. 14. The rapidity dependence of v2(⌘), compared to CMS data [69]. Both the CMS data and the calculation are for
0.3 < pT < 3.0 GeV and references particles in |⌘|  2.4.

Appendix A: Solution to Gauss’ Law

As mentioned, using the ansatz in Eq.(16), turns
Gauss’ law Eq.(11) into the covariant Poisson equation.
We use a modified Jacobi method for solving the Poisson
equation to find the initial transverse E-fields that satisfy
Gauss’ Law:

r2
?� = �⇢

Discretizing, and solving for �i, j :

�i+1, j + �i�1, j � 2�i, j

h2
+
�i, j+1 + �i, j�1 � 2�i, j

h2
= �⇢i, j

(A1)

�i, j =
1

4
(�i+1, j + �i�1, j + �i, j+1 + �i, j�1 + h2⇢i, j)

(A2)

Then the iterative procedure is given by:
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Conclusions

Initial state of heavy ion collisions: interesting fundamental physics
+ necessary input to QGP studies

Proton, nucleon and nuclear event-by-event fluctuating geometries from DIS

Color Glass Condensate calculations entering the precision NLO era

Extensive theoretical developments in recent years
First phenomenological applications
Saturation physics at precision level
Impact on initial state models expected in the coming years

Longitudinal dynamics in A+A collisions: sensitivity to x-dependent nuclear structure

First consistent 3D simulations becoming feasible with weak coupling based initial conditions

Next: global analyses with multiple DIS/pA/AA observables simultaneously
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Stringent test for gluon saturation: global analyses at precision level

6

Parametrization Q2
s0(GeV2) � ec �0/2 (mb) C2 !opt

MV 0.104 1 1 18.81 14.5 1.24

MVe 0.060 1 18.9 16.36 7.2 2.32

MV� 0.159 1.129 1 16.35 7.05 2.31

TABLE I. Parameters for the dipole-proton scattering amplitude (24) at the initial condition for the BK evolution used in the
calculation (from Refs. [38, 39]). The determined optimal values for the parameter ! in Eq. (23) controlling the shape of the
proton density profile are also shown.
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FIG. 2. The reduced di↵ractive cross sections taking into
account only the qq̄ contribution with the ! dependent nor-
malization factor fitted to the HERA combined data [35] at
� > 0.5 and at di↵erent Q2 bins. Only the results at � = 0.562
are shown in this plot. The optimal values for ! obtained with
di↵erent dipole-proton amplitudes are shown in the legend.

similar study in Ref. [39]) and are summarized in Ta-
ble I. In addition, the constant C2 controlling the scale
of the coordinate space running coupling in Eq. (9) and
the e↵ective proton area �0/2 are also obtained from the
corresponding fits. In this work we use all these three
fits in order to determine the potential sensitivity on the
uncertainties in the dipole-proton scattering amplitude.

For the current analysis, we consider the ZEUS
FPC [56, 57] and the H1 + ZEUS combined datasets [35]
for the di↵ractive structure functions and reduced cross
sections. The combined data corresponds to coherent
di↵raction, as does our calculation. We use it to deter-
mine the optimal value for the proton shape parameter !
denoted by !opt. The ZEUS FPC data on the other hand
contains a contribution from events where the proton dis-
sociates to a system with relatively small invariant mass.
When comparing to the ZEUS FPC data we scale the
data down by a factor of 1.88 following a heuristic proce-
dure to be specified later in order to obtain an estimate
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FIG. 3. The proton impact parameter profiles given
in Eq. (23) for the determined optimal values of ! and �0.
Their corresponding squared Fourier transforms (FT) are
plotted in the second row.

for the coherent contribution.
The optimal proton shape parameter !opt is deter-

mined as follows. We use the GBW result, Eqs. (12)
and (13), to calculate the di↵ractive cross section at high
� where the considered qq̄ component dominates [7]. The
optimal !opt is then obtained by minimizing �2 to the
high-� combined HERA data. We do not include the
qq̄g component here, as it gives a negligible contribution
at high �, and there is also an ambiguity in the scale of
the running coupling. By fitting to the reduced di↵rac-
tive cross section data at � > 0.5 (24 data points with
� = 0.562 and � = 0.816, note that we only include the
points with xIP  0.01), we obtain !opt ' 1.24 (�2

red ⇡
1.87) for the MV, !opt ' 2.32 (�2

red ⇡ 1.08) for the MVe,
and !opt ' 2.31 (�2

red ⇡ 1.09) for the MV� parametriza-
tions for the dipole-proton amplitude. Here �2

red is �2

per degree of freedom. The obtained good agreement
with the � = 0.562 data is shown in Fig. 2. The mod-
ified MV model parametrizations MVe and MV� result
in almost identical cross sections and values for the pro-
ton shape parameter ! ⇡ 2.3 which is much steeper than
the corresponding density profile with ! ⇡ 1.2 obtained
using the MV model fit.

The density profiles corresponding to the optimal val-
ues of the ! parameter compared to the Gaussian and
step function profiles are shown in Fig. 3. In coor-
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