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Higgs production at e+e- colliders
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2 P. Azzurri et al.: Measuring the Higgs mass and production cross section with ultimate precision at FCC-ee

Higgsstrahlung

WW fusion

Fig. 1. (Left) Feynman diagrams for the Higgsstrahlung (top) and the WW fusion (bottom) processes. (Right) Improved-Born
Higgs production cross sections (with initial state radiation included [2]), as predicted by HZHA [3] as a function of the centre-
of-mass energy for mH = 125GeV. The small interference term between the two diagrams in the H⌫e⌫̄e final state is included
in the WW fusion cross section. Vertical dashed lines indicate the

p
s values foreseen at FCC-ee.

determined, the measurement of the cross sections for each exclusive Higgs boson decay, H ! XX,

�ZH ⇥ B(H ! XX) /
g2HZZ ⇥ g2HXX

�H

and �H⌫e⌫̄e
⇥ B(H ! XX) /

g2HWW ⇥ g2HXX

�H

, (1)

gives access to all other couplings in a model-independent, absolute, way. For example, the ratio of the WW-fusion-
to-Higgstrahlung cross sections for the same Higgs boson decay, proportional to g2HWW/g2HZZ, yields gHWW, and the
Higgsstrahlung rate with the H ! ZZ decay, proportional to g4HZZ/�H, provides a determination of the Higgs boson
total decay width �H. The measurement of gHZZ, and thus of the total ZH cross section, is a cornerstone of the
Higgs physics programme at FCC-ee. Conservative values for the statistical precision on inclusive and exclusive ZH
cross sections, obtained from preliminary FCC-ee conceptual studies with realistic beam and detector parameters [4],
are indicated in Table 1, and the resulting accuracy of Higgs couplings obtained from global fits to the FCC-ee
measurements (the details of which are explained in Ref. [5]), are listed in Table 2.

Table 1. From Ref. [4]: Relative uncertainty (in %) on
�ZH⇥B(H ! XX) and �⌫e⌫̄eH

⇥B(H ! XX), as expected
from the FCC-ee data at 240 and 365GeV.
p
s 240GeV 365GeV

Integrated luminosity 5 ab�1 1.5 ab�1

Channel ZH ⌫e⌫̄e H ZH ⌫e⌫̄e H
H ! any ±0.5 ±0.9
H ! bb̄ ±0.3 ±3.1 ±0.5 ±0.9
H ! cc̄ ±2.2 ±6.5 ±10
H ! gg ±1.9 ±3.5 ±4.5
H ! W+W�

±1.2 ±2.6 ±3.0
H ! ZZ ±4.4 ±12 ±10
H ! ⌧+⌧�

±0.9 ±1.8 ±8
H ! �� ±9.0 ±18 ±22
H ! µ+µ�

±19 ±40
H ! invisible < 0.3 < 0.6

Table 2. From Ref. [5]: Precision on a few Higgs cou-
plings gHXX and on the total width �H at FCC-ee, in the
 framework and in a global E↵ective Field Theory fit.

Coupling Precision (%)
( framework / EFT)

gHZZ 0.17 / 0.26
gHWW 0.41 / 0.27
gHbb 0.64 / 0.56
gHcc 1.3 / 1.2
gHgg 0.89 / 0.82
gH⌧⌧ 0.66 / 0.57
gHµµ 3.9 / 3.8
gH�� 1.3 / 1.2
gHZ� 10. / 9.3
gHtt 3.1 / 3.1
�H 1.1

The precise measurement of the ZH cross section can also give access to the Higgs boson self-coupling gHHH via
loop diagrams (shown in the left panel of Fig. 2) as was realised for the first time in Ref. [6]. Indeed, the contribution
of these diagrams to the ZH cross section amounts to ⇠2% at 240 GeV and ⇠0.5% at 365 GeV [7], similar to or
significantly larger than the experimental precision expected at FCC-ee. The dependence of the ZH cross section on
the centre-of-mass energy allows in addition the gHZZ and gHHH couplings to be determined separately in a robust and

Figure from 2106.15438
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NLO EW + QED radiations built in Monte Carlo event generators



QED ISR and FSR effects
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Figure 9: Photon multiplicity for PHOTONS module and the new implementation (top
left), contrasting pure FSR (red and blue) as well the combined ISR+FSR (Green),
the reconstructed Z resonance mass (top right), and the Higgs transverse momentum
(bottom left). The reconstructed Z mass, again, contrasting the impact of ISR as
modelled in collinear factorisation and YFS resummation (bottom right) as further
validation.

FSR in two independent implementations of the YFS scheme within SHERPA. The muons are defined at the
dressed level, meaning that nearby photons are recombined with the undressed momenta of the muons using
a cone size of �R = 0.1. We apply a phasespace cut on the final state muons satisfying 80  Mµ�µ+ < 115.
The electroweak parameters are the same that we used in the KKMC validation and are summarized in
Table 3. At the perturbative level we note that there are slightly di↵erent approaches of how the �̃ terms are
implemented. In PHOTONS these corrections are calculated using matrix element corrections to the bosonic
decays. These are exact corrections and are constructed using spin amplitude methods. The corrections we
employ for the PHOTONS calculation are NLO accurate in QED, which corresponds to the second row of
Table 2. As a validation of our new FSR implementation these are also the �̃ terms we keep for the YFS++
calculation. We see the by now familiar form of the shift of the mass distribution once FSR is added, and
in addition we confirm that our two implementations in the established PHOTONS module [44] and in our
new YFS++ module are in perfect agreement. It is worth noting that we normalised the distributions on the
production cross section, which is necessary because in YFS++ both QED ISR and FSR are included, while
PHOTONS is specifically geared towards inclusion of QED radiation in decays only.
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Figure 9: Photon multiplicity for PHOTONS module and the new implementation (top
left), contrasting pure FSR (red and blue) as well the combined ISR+FSR (Green),
the reconstructed Z resonance mass (top right), and the Higgs transverse momentum
(bottom left). The reconstructed Z mass, again, contrasting the impact of ISR as
modelled in collinear factorisation and YFS resummation (bottom right) as further
validation.

FSR in two independent implementations of the YFS scheme within SHERPA. The muons are defined at the
dressed level, meaning that nearby photons are recombined with the undressed momenta of the muons using
a cone size of �R = 0.1. We apply a phasespace cut on the final state muons satisfying 80  Mµ�µ+ < 115.
The electroweak parameters are the same that we used in the KKMC validation and are summarized in
Table 3. At the perturbative level we note that there are slightly di↵erent approaches of how the �̃ terms are
implemented. In PHOTONS these corrections are calculated using matrix element corrections to the bosonic
decays. These are exact corrections and are constructed using spin amplitude methods. The corrections we
employ for the PHOTONS calculation are NLO accurate in QED, which corresponds to the second row of
Table 2. As a validation of our new FSR implementation these are also the �̃ terms we keep for the YFS++
calculation. We see the by now familiar form of the shift of the mass distribution once FSR is added, and
in addition we confirm that our two implementations in the established PHOTONS module [44] and in our
new YFS++ module are in perfect agreement. It is worth noting that we normalised the distributions on the
production cross section, which is necessary because in YFS++ both QED ISR and FSR are included, while
PHOTONS is specifically geared towards inclusion of QED radiation in decays only.
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Mixed QCD-EW corrections to ZH
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One interesting feature can be recognized from
Table I—the σðααsÞλ;γ in Eq. (13) turns out to be much sup-
pressed. This is compatible with the tinyOðααsÞ corrections
to H → Zγ found in Refs. [38–40].
In Table II, we provide our LO, NLO, and NNLO

predictions for the unpolarized Higgsstrahlung cross sec-
tions in the three input schemes together with the parametric
uncertainty (first entry) and the QCD renormalization scale
uncertainty (second entry). To assess the parametric uncer-
tainty, we vary the values ofMW andmt, Δα

ð5Þ
hadðMZÞ within

the PDG-quoted 1 − σ error bands. For the QCD scale
uncertainty, we vary the renormalization scale μ in αs from
MZ to

ffiffiffi
s

p
.

While the parametric and scale uncertainties of the
NNLO predictions in the αð0Þ and αðMZÞ schemes are
at the levels of 0.3% and 0.4% of the NNLO result,
respectively, they are considerably reduced in the Gμ

scheme (≈0.04%). We also find that in the Gμ scheme,
the NNLO electroweak-QCD corrections only amount to
0.3% of σð0Þ, which is due to the fact that in addition to the
running of α, universal corrections to the ρ parameter are
also absorbed into the LO cross section. As can also be seen
in Table II, the sensitivity to the choice of input scheme is
reduced at NNLO compared to NLO. To further reduce the
input scheme dependence, one may have to include the
two-loop electroweak corrections as well.
In Fig. 3, we show the angular distribution of (un)

polarized Z bosons in HZ production at Higgs factories
CM energy of 240 GeV at various levels of perturbative
accuracy.
In our calculation, we neglected all quark masses except

the top quark mass, and thus the b quark does not contribute
to the VHZ vertex diagram. To access the validity of this
approximation, we redid our NLO and NNLO calculations

by retaining mb ¼ 4.66 GeV. Due to the occurrence of the
hierarchy mb ≪

ffiffiffi
s

p
∼MH ∼MZ, this turns out to be a

rather challenging calculation. We find that keeping finite
mb reduces the NLO cross section at

ffiffiffi
s

p
¼ 250 GeV by

0.05 fb and reduces the final NNLO prediction by roughly
0.01 fb in the αð0Þ scheme. This small impact of a finite
bottom quark mass is completely overwhelmed by the
uncertainties listed in Table II.

VII. SUMMARY AND OUTLOOK

Stimulated by the anticipated exquisite accuracy of
the σðHZÞ measurements in the next-generation eþe−

Higgs factories, for the first time we calculated the
mixed electroweak-QCD OðααsÞ corrections for the
Higgsstrahlung process. It is found that these mixed
electroweak-QCD corrections are quite sizable, about
1.1% of the LO result in the αð0Þ and αðMZÞ schemes,
well above the projected experimental (sub)percent accu-
racy for the σðZHÞmeasurement. In theGμ scheme, we find
that the NNLO electroweak-QCD corrections amount to
0.3% of the LO result. A comprehensive study of parametric
and QCD scale uncertainties exhibits large uncertainties in
the NNLO electroweak QCD predictions in the αð0Þ and
αðMZÞ schemes, which however are considerably reduced
in the Gμ scheme. It is important to note that to make closer
contact with the actual experimental measurement, it is also

FIG. 3. Differential unpolarized/polarized cross sections for
Higgsstrahlung at

ffiffiffi
s

p
¼ 240 GeV at NLO OðαÞ and NNLO

OðααsÞ. The green band indicates the uncertainties from the input
parameters as adopted in Table II and the three different input
schemes.

TABLE II. The unpolarized Higgsstrahlung cross sections atffiffiffi
s

p
¼ 240ð250Þ GeV in three different input schemes. To esti-

mate the uncertainties caused by the input parameters (first entry),
we take MW ¼ 80.385% 0.015 GeV, mt ¼ 174.2% 1.4 GeV,
and Δαð5ÞhadðMZÞ ¼ 0.02764% 0.00013. We also change the
strong coupling constant from αsðMZÞ to αsð

ffiffiffi
s

p
Þ (second entry),

with its central value taken as αs ¼ αsð
ffiffiffi
s

p
=2Þ. For the conversion

from the αð0Þ scheme to the αðMZÞ and Gμ schemes, we use
ΔαðMZÞjNLO ¼ ΔαðMZÞjNNLO ¼ 0.059 and ΔrjNLO ¼ 0.0293,
ΔrjNNLO ¼ 0.0331, respectively.
ffiffiffi
s

p
Schemes σLO (fb) σNLO (fb) σNNLO (fb)

240 αð0Þ 223.14% 0.47 229.78% 0.77 232.21þ0.75þ0.10
−0.75−0.21

αðMZÞ 252.03% 0.60 228.36þ0.82
−0.81 231.28þ0.80þ0.12

−0.79−0.25
Gμ 239.64% 0.06 232.46þ0.07

−0.07 233.29þ0.07þ0.03
−0.06−0.07

250 αð0Þ 223.12% 0.47 229.20% 0.77 231.63þ0.75þ0.12
−0.75−0.21

αðMZÞ 252.01% 0.60 227.67þ0.82
−0.81 230.58þ0.80þ0.14

−0.79−0.25
Gμ 239.62% 0.06 231.82% 0.07 232.65þ0.07þ0.04

−0.07−0.07
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of the cross sections with respect to the renormalization
scale μ by a factor of 2 around the default scale μ0 ¼

ffiffiffi
s

p
=2.

We observe that the variations of the NLO cross sections
are too small to cover the higher order corrections, which is
common for electroweak observables. The mixed QCD-
EW corrections introduce dependence on strong inter-
actions for the first time in the perturbative series. As a
result, the NNLO cross sections exhibit larger scale
variations than the NLO ones. Comparing Table I and II,
one can see that the results in the two schemes are quite
close to each other. For the NNLO results, the difference
between the two schemes are similar in size to the effect of
scale variation in the MS scheme. We use these to give a
rough estimate that the size of even higher order corrections
amounts to about 0.2%.
Once we go for higher energies above the tt̄ thresh-

old, the 1=mt expansion is expected to break down. In
this case one has to rely on the numerical methods.
Nevertheless, we observe from Table I and II that forffiffiffi
s

p
¼ 350 GeV, the 1=mt expansion still does a reason-

able job to describe the OðααsÞ correction. We also see
that, due to the threshold enhancement, the NNLO
correction can reach 1.5% of the NLO cross section.
The energy

ffiffiffi
s

p
¼ 350 GeV is just slightly above the tt̄

threshold,2 and is a design energy of the ILC and the
FCC-ee to study the properties of the top quark, which

makes it particularly interesting. Our result provides the
essential theoretical input to continue investigating the
Higgs boson at this collider energy.
Going further up to higher energies, the main task of

the colliders becomes producing new particles below the
TeV scale rather than precisely measuring standard
model processes, and the ZH cross section is not as
important as in previous cases. Nevertheless, we give
the results for

ffiffiffi
s

p
¼ 500 GeV in Table I and II for

demonstration purposes. It is clear that the asymptotic
expansion completely fails here: the 1=mt expansion up
to order m−4

t overestimates the size of the NNLO
correction by a factor of 2.
To further assess the behavior of the 1=mt expansion,

we show in Table III the fractions of different orders of
the expansion in the full OðααsÞ corrections at the default
scale μ ¼

ffiffiffi
s

p
=2 in the MS scheme. Results in the αðmZÞ

scheme are similar and we do not show them here. Again
we show the results for 5 different center-of-mass
energies. The most important one is

ffiffiffi
s

p
¼ 240 GeV,

which exhibits the largest production cross section and
also very high luminosity can be achieved experimentally,
and therefore is the design energy of Higgs factories. At
this energy, we see that the leading Oðm2

t Þ term accounts
for about 82% of the total corrections, while the sub-
leading Oðm0

t Þ term accounts for another 16%. The even
higher power contributions are negligible here. These
demonstrate the good convergence of the 1=mt expansion
and the usefulness of our approximate analytical formula,
which evaluates much faster than the sector decomposi-
tion method. It provides an efficient and reliable way to
perform high precision physics analyses for Higgs
factories.
As we increase the center-of-mass energy, it can be seen

that the size of the power corrections starts to grow
gradually. The 1=mt expansion still provides very good
approximations to the full results as long as the energies are
below or even slightly above the tt̄ threshold. For

ffiffiffi
s

p
¼

500 GeV which is far beyond the threshold, the power
series tends to diverge as expected.

IV. SUMMARY AND OUTLOOK

In this paper, we calculated the mixed QCD-electroweak
corrections to the associated production of a Higgs boson

TABLE I. Total cross sections at various collider energies in the
MS scheme.
ffiffiffi
s

p
(GeV) σLO (fb) σNLO (fb) σNNLO (fb) σexpNNLO (fb)

240 256.3(9) 228.0(1) 230.9(4) 230.9(4)
250 256.3(9) 227.3(1) 230.2(4) 230.2(4)
300 193.4(7) 170.2(1) 172.4(3) 172.4(3)
350 138.2(5) 122.1(1) 123.9(2) 123.6(2)
500 61.38(22) 53.86(2) 54.24(7) 54.64(10)

TABLE II. Total cross sections at various collider energies in
the αðmZÞ scheme.
ffiffiffi
s

p
(GeV) σLO (fb) σNLO (fb) σNNLO (fb) σexpNNLO (fb)

240 252.0 228.6 231.5 231.5
250 252.0 227.9 230.8 230.8
300 190.0 170.7 172.9 172.9
350 135.6 122.5 124.2 124.0
500 60.12 54.03 54.42 54.81

TABLE III. Convergence of the 1=m2
t expansion for the mixed

QCD-EW corrections in the MS scheme with μ ¼
ffiffiffi
s

p
=2.

ffiffiffi
s

p
(GeV) Oðm2

t Þ Oðm0
t Þ Oðm−2

t Þ Oðm−4
t Þ

240 81.8% 16.2% 1.4% 0.4%
250 81.7% 16.1% 1.5% 0.5%
300 80.0% 15.2% 2.1% 1.1%
350 69.7% 12.6% 2.7% 2.1%
500 137% 18.6% 17.3% 31.1%

2This fact also makes the numerical evaluation of the master
integrals for

ffiffiffi
s

p
¼ 350 GeV rather difficult. For this reason,

many optimizations over the original version of the program
reported in [27] are implemented to further improve the effi-
ciency. We are not able to cross-check this result using the current
public version of SecDec (3.0.9) with the computation resource
attainable to us.

GONG, LI, XU, YANG, and ZHAO PHYSICAL REVIEW D 95, 093003 (2017)
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compared to the ~0.3% experimental accuracy

Residue dependence on renormalization schemes



Calculation methods back then
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computed numerically using the method of sector decom-
position [10], as performed in [11,12]. Note that the
numeric integration is highly resource-demanding if any
of q2, p2

Z, and p2
H is larger than 4m2

Q, which is the case if
one considers collider energies above the tt̄ threshold, or if
one wants to take into account the contribution from bottom
quark loops.
In the case where q2, p2

Z; p
2
H < 4m2

Q, one may perform a
series expansion of the integrals in 1=m2

Q. This approach
has been taken in [11]. The benefit of this method is that
after the expansion (which can be done at the amplitude
level), the remaining integrals are single-scale ones which
can be easily evaluated to analytic expressions. Therefore,
one can implement the result straightforwardly into any
event generators for phenomenological analyses.
If q2 > 4m2

Q but p2
Z; p

2
H < 4m2

Q, the 1=m2
Q expansion

fails but one may instead employ an expansion in powers of
p2
Z and p2

H. This is in spirit very similar to the method of
Ref. [13], where a small mH expansion is performed for
Higgs boson pair production at the LHC. This kind of
expansion is generically valid for top quark loops, but will
not work for bottom quark loops.
Given the disadvantage of the purely numeric method

and the limited applicability of various approximations, the
goal of this paper is to provide an exact analytic solution
to the master integrals appearing in the OðααsÞ corrections
to the HZV vertex. The analytic expressions are valid for
arbitrary values of the internal mass and the external
momenta. This will allow fast numeric evaluations at
any phase-space point, and will also serve as a prototype
for analyzing the structure of loop integrals with many
scales.

II. ANALYTIC SOLUTION

To obtain the analytic solution for the master integrals,
we employ the method of differential equations [14,15].
We define the dimensionless variables

x ¼ −
q2

4m2
Q
; y ¼ −

p2
Z

4m2
Q
; z ¼ −

p2
H

4m2
Q
: ð2Þ

We are able to find a basis f⃗ðx; y; z; ϵÞ of the master
integrals which satisfies the canonical-form differential
equation [16]

df⃗ðx; y; z; ϵÞ ¼ ϵdAðx; y; zÞf⃗ðx; y; z; ϵÞ

¼ ϵ
X

i

Ai d logðαiÞf⃗ðx; y; z; ϵÞ; ð3Þ

where Ai are constant matrices independent of kinematic
variables and the dimensional regulator. The “letters”
αi ≡ αiðx; y; zÞ are rational functions of x, y, z and the
following 4 kinds of square roots:

R1ðxÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðxþ 1Þ

p
; R1ðyÞ; R1ðzÞ;

R2 ≡ R2ðx; y; zÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λðx; y; zÞ

p
: ð4Þ

with the Kallen function given by

λðx; y; zÞ≡ x2 þ y2 þ z2 − 2xy − 2yz − 2zx: ð5Þ

The solution to the canonical-form differential equation (3)
can be formally written as a path-ordered integral from the
boundary point r⃗0 ¼ ðx0; y0; z0Þ to the point r⃗ ¼ ðx; y; zÞ

f⃗ðx; y; z; ϵÞ ¼ P exp
"
ϵ
Z

r⃗

r⃗0
dA

#
f⃗ðx0; y0; z0; ϵÞ: ð6Þ

We choose the boundary point to be r⃗0 ¼ ð0; 0; 0Þ, where
the values of the master integrals are simply given by

fið0; 0; 0; ϵÞ ¼ δi1: ð7Þ

In practice, we are interested in the master integrals as
power series in ϵ

f⃗ðx; y; z; ϵÞ ¼
X∞

n¼0

f⃗ðnÞðx; y; zÞϵn; ð8Þ

where the nth order coefficient function with n > 0 can be
represented as a linear combination of Chen’s iterated
integrals [17] with transcendental weight n of the form

Z
r⃗

r⃗0
d logðαinðr⃗nÞÞ%%%

Z
r⃗3

r⃗0
d logðαi2ðr⃗2ÞÞ

Z
r⃗2

r⃗0
d logðαi1ðr⃗1ÞÞ:

ð9Þ

These integrals can be mapped to the symbol representation

αi1ðr⃗Þ ⊗ αi2ðr⃗Þ ⊗ % % % ⊗ αinðr⃗Þ; ð10Þ

which can be manipulated using its algebraic properties. In
general, these iterated integrals can be converted to linear
combinations of multiple polylogarithms (MPLs) [18].

FIG. 1. A typical diagram contributing to the HZV vertex at
OðααsÞ. The heavy quark Q can be the top quark t or the bottom
quark b.
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computed numerically using the method of sector decom-
position [10], as performed in [11,12]. Note that the
numeric integration is highly resource-demanding if any
of q2, p2

Z, and p2
H is larger than 4m2

Q, which is the case if
one considers collider energies above the tt̄ threshold, or if
one wants to take into account the contribution from bottom
quark loops.
In the case where q2, p2

Z; p
2
H < 4m2

Q, one may perform a
series expansion of the integrals in 1=m2

Q. This approach
has been taken in [11]. The benefit of this method is that
after the expansion (which can be done at the amplitude
level), the remaining integrals are single-scale ones which
can be easily evaluated to analytic expressions. Therefore,
one can implement the result straightforwardly into any
event generators for phenomenological analyses.
If q2 > 4m2

Q but p2
Z; p

2
H < 4m2

Q, the 1=m2
Q expansion

fails but one may instead employ an expansion in powers of
p2
Z and p2

H. This is in spirit very similar to the method of
Ref. [13], where a small mH expansion is performed for
Higgs boson pair production at the LHC. This kind of
expansion is generically valid for top quark loops, but will
not work for bottom quark loops.
Given the disadvantage of the purely numeric method

and the limited applicability of various approximations, the
goal of this paper is to provide an exact analytic solution
to the master integrals appearing in the OðααsÞ corrections
to the HZV vertex. The analytic expressions are valid for
arbitrary values of the internal mass and the external
momenta. This will allow fast numeric evaluations at
any phase-space point, and will also serve as a prototype
for analyzing the structure of loop integrals with many
scales.

II. ANALYTIC SOLUTION

To obtain the analytic solution for the master integrals,
we employ the method of differential equations [14,15].
We define the dimensionless variables

x ¼ −
q2

4m2
Q
; y ¼ −

p2
Z

4m2
Q
; z ¼ −

p2
H

4m2
Q
: ð2Þ

We are able to find a basis f⃗ðx; y; z; ϵÞ of the master
integrals which satisfies the canonical-form differential
equation [16]

df⃗ðx; y; z; ϵÞ ¼ ϵdAðx; y; zÞf⃗ðx; y; z; ϵÞ

¼ ϵ
X

i

Ai d logðαiÞf⃗ðx; y; z; ϵÞ; ð3Þ

where Ai are constant matrices independent of kinematic
variables and the dimensional regulator. The “letters”
αi ≡ αiðx; y; zÞ are rational functions of x, y, z and the
following 4 kinds of square roots:

R1ðxÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðxþ 1Þ

p
; R1ðyÞ; R1ðzÞ;

R2 ≡ R2ðx; y; zÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λðx; y; zÞ

p
: ð4Þ

with the Kallen function given by

λðx; y; zÞ≡ x2 þ y2 þ z2 − 2xy − 2yz − 2zx: ð5Þ

The solution to the canonical-form differential equation (3)
can be formally written as a path-ordered integral from the
boundary point r⃗0 ¼ ðx0; y0; z0Þ to the point r⃗ ¼ ðx; y; zÞ

f⃗ðx; y; z; ϵÞ ¼ P exp
"
ϵ
Z

r⃗

r⃗0
dA

#
f⃗ðx0; y0; z0; ϵÞ: ð6Þ

We choose the boundary point to be r⃗0 ¼ ð0; 0; 0Þ, where
the values of the master integrals are simply given by

fið0; 0; 0; ϵÞ ¼ δi1: ð7Þ

In practice, we are interested in the master integrals as
power series in ϵ

f⃗ðx; y; z; ϵÞ ¼
X∞

n¼0

f⃗ðnÞðx; y; zÞϵn; ð8Þ

where the nth order coefficient function with n > 0 can be
represented as a linear combination of Chen’s iterated
integrals [17] with transcendental weight n of the form

Z
r⃗

r⃗0
d logðαinðr⃗nÞÞ%%%

Z
r⃗3

r⃗0
d logðαi2ðr⃗2ÞÞ

Z
r⃗2

r⃗0
d logðαi1ðr⃗1ÞÞ:

ð9Þ

These integrals can be mapped to the symbol representation

αi1ðr⃗Þ ⊗ αi2ðr⃗Þ ⊗ % % % ⊗ αinðr⃗Þ; ð10Þ

which can be manipulated using its algebraic properties. In
general, these iterated integrals can be converted to linear
combinations of multiple polylogarithms (MPLs) [18].

FIG. 1. A typical diagram contributing to the HZV vertex at
OðααsÞ. The heavy quark Q can be the top quark t or the bottom
quark b.
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of the cross sections with respect to the renormalization
scale μ by a factor of 2 around the default scale μ0 ¼

ffiffiffi
s

p
=2.

We observe that the variations of the NLO cross sections
are too small to cover the higher order corrections, which is
common for electroweak observables. The mixed QCD-
EW corrections introduce dependence on strong inter-
actions for the first time in the perturbative series. As a
result, the NNLO cross sections exhibit larger scale
variations than the NLO ones. Comparing Table I and II,
one can see that the results in the two schemes are quite
close to each other. For the NNLO results, the difference
between the two schemes are similar in size to the effect of
scale variation in the MS scheme. We use these to give a
rough estimate that the size of even higher order corrections
amounts to about 0.2%.
Once we go for higher energies above the tt̄ thresh-

old, the 1=mt expansion is expected to break down. In
this case one has to rely on the numerical methods.
Nevertheless, we observe from Table I and II that forffiffiffi
s

p
¼ 350 GeV, the 1=mt expansion still does a reason-

able job to describe the OðααsÞ correction. We also see
that, due to the threshold enhancement, the NNLO
correction can reach 1.5% of the NLO cross section.
The energy

ffiffiffi
s

p
¼ 350 GeV is just slightly above the tt̄

threshold,2 and is a design energy of the ILC and the
FCC-ee to study the properties of the top quark, which

makes it particularly interesting. Our result provides the
essential theoretical input to continue investigating the
Higgs boson at this collider energy.
Going further up to higher energies, the main task of

the colliders becomes producing new particles below the
TeV scale rather than precisely measuring standard
model processes, and the ZH cross section is not as
important as in previous cases. Nevertheless, we give
the results for

ffiffiffi
s

p
¼ 500 GeV in Table I and II for

demonstration purposes. It is clear that the asymptotic
expansion completely fails here: the 1=mt expansion up
to order m−4

t overestimates the size of the NNLO
correction by a factor of 2.
To further assess the behavior of the 1=mt expansion,

we show in Table III the fractions of different orders of
the expansion in the full OðααsÞ corrections at the default
scale μ ¼

ffiffiffi
s

p
=2 in the MS scheme. Results in the αðmZÞ

scheme are similar and we do not show them here. Again
we show the results for 5 different center-of-mass
energies. The most important one is

ffiffiffi
s

p
¼ 240 GeV,

which exhibits the largest production cross section and
also very high luminosity can be achieved experimentally,
and therefore is the design energy of Higgs factories. At
this energy, we see that the leading Oðm2

t Þ term accounts
for about 82% of the total corrections, while the sub-
leading Oðm0

t Þ term accounts for another 16%. The even
higher power contributions are negligible here. These
demonstrate the good convergence of the 1=mt expansion
and the usefulness of our approximate analytical formula,
which evaluates much faster than the sector decomposi-
tion method. It provides an efficient and reliable way to
perform high precision physics analyses for Higgs
factories.
As we increase the center-of-mass energy, it can be seen

that the size of the power corrections starts to grow
gradually. The 1=mt expansion still provides very good
approximations to the full results as long as the energies are
below or even slightly above the tt̄ threshold. For

ffiffiffi
s

p
¼

500 GeV which is far beyond the threshold, the power
series tends to diverge as expected.

IV. SUMMARY AND OUTLOOK

In this paper, we calculated the mixed QCD-electroweak
corrections to the associated production of a Higgs boson

TABLE I. Total cross sections at various collider energies in the
MS scheme.
ffiffiffi
s

p
(GeV) σLO (fb) σNLO (fb) σNNLO (fb) σexpNNLO (fb)

240 256.3(9) 228.0(1) 230.9(4) 230.9(4)
250 256.3(9) 227.3(1) 230.2(4) 230.2(4)
300 193.4(7) 170.2(1) 172.4(3) 172.4(3)
350 138.2(5) 122.1(1) 123.9(2) 123.6(2)
500 61.38(22) 53.86(2) 54.24(7) 54.64(10)

TABLE II. Total cross sections at various collider energies in
the αðmZÞ scheme.
ffiffiffi
s

p
(GeV) σLO (fb) σNLO (fb) σNNLO (fb) σexpNNLO (fb)

240 252.0 228.6 231.5 231.5
250 252.0 227.9 230.8 230.8
300 190.0 170.7 172.9 172.9
350 135.6 122.5 124.2 124.0
500 60.12 54.03 54.42 54.81

TABLE III. Convergence of the 1=m2
t expansion for the mixed

QCD-EW corrections in the MS scheme with μ ¼
ffiffiffi
s

p
=2.

ffiffiffi
s

p
(GeV) Oðm2

t Þ Oðm0
t Þ Oðm−2

t Þ Oðm−4
t Þ

240 81.8% 16.2% 1.4% 0.4%
250 81.7% 16.1% 1.5% 0.5%
300 80.0% 15.2% 2.1% 1.1%
350 69.7% 12.6% 2.7% 2.1%
500 137% 18.6% 17.3% 31.1%

2This fact also makes the numerical evaluation of the master
integrals for

ffiffiffi
s

p
¼ 350 GeV rather difficult. For this reason,

many optimizations over the original version of the program
reported in [27] are implemented to further improve the effi-
ciency. We are not able to cross-check this result using the current
public version of SecDec (3.0.9) with the computation resource
attainable to us.
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computed numerically using the method of sector decom-
position [10], as performed in [11,12]. Note that the
numeric integration is highly resource-demanding if any
of q2, p2

Z, and p2
H is larger than 4m2

Q, which is the case if
one considers collider energies above the tt̄ threshold, or if
one wants to take into account the contribution from bottom
quark loops.
In the case where q2, p2

Z; p
2
H < 4m2

Q, one may perform a
series expansion of the integrals in 1=m2

Q. This approach
has been taken in [11]. The benefit of this method is that
after the expansion (which can be done at the amplitude
level), the remaining integrals are single-scale ones which
can be easily evaluated to analytic expressions. Therefore,
one can implement the result straightforwardly into any
event generators for phenomenological analyses.
If q2 > 4m2

Q but p2
Z; p

2
H < 4m2

Q, the 1=m2
Q expansion

fails but one may instead employ an expansion in powers of
p2
Z and p2

H. This is in spirit very similar to the method of
Ref. [13], where a small mH expansion is performed for
Higgs boson pair production at the LHC. This kind of
expansion is generically valid for top quark loops, but will
not work for bottom quark loops.
Given the disadvantage of the purely numeric method

and the limited applicability of various approximations, the
goal of this paper is to provide an exact analytic solution
to the master integrals appearing in the OðααsÞ corrections
to the HZV vertex. The analytic expressions are valid for
arbitrary values of the internal mass and the external
momenta. This will allow fast numeric evaluations at
any phase-space point, and will also serve as a prototype
for analyzing the structure of loop integrals with many
scales.

II. ANALYTIC SOLUTION

To obtain the analytic solution for the master integrals,
we employ the method of differential equations [14,15].
We define the dimensionless variables

x ¼ −
q2

4m2
Q
; y ¼ −

p2
Z

4m2
Q
; z ¼ −

p2
H

4m2
Q
: ð2Þ

We are able to find a basis f⃗ðx; y; z; ϵÞ of the master
integrals which satisfies the canonical-form differential
equation [16]

df⃗ðx; y; z; ϵÞ ¼ ϵdAðx; y; zÞf⃗ðx; y; z; ϵÞ

¼ ϵ
X

i

Ai d logðαiÞf⃗ðx; y; z; ϵÞ; ð3Þ

where Ai are constant matrices independent of kinematic
variables and the dimensional regulator. The “letters”
αi ≡ αiðx; y; zÞ are rational functions of x, y, z and the
following 4 kinds of square roots:

R1ðxÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðxþ 1Þ

p
; R1ðyÞ; R1ðzÞ;

R2 ≡ R2ðx; y; zÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λðx; y; zÞ

p
: ð4Þ

with the Kallen function given by

λðx; y; zÞ≡ x2 þ y2 þ z2 − 2xy − 2yz − 2zx: ð5Þ

The solution to the canonical-form differential equation (3)
can be formally written as a path-ordered integral from the
boundary point r⃗0 ¼ ðx0; y0; z0Þ to the point r⃗ ¼ ðx; y; zÞ

f⃗ðx; y; z; ϵÞ ¼ P exp
"
ϵ
Z

r⃗

r⃗0
dA

#
f⃗ðx0; y0; z0; ϵÞ: ð6Þ

We choose the boundary point to be r⃗0 ¼ ð0; 0; 0Þ, where
the values of the master integrals are simply given by

fið0; 0; 0; ϵÞ ¼ δi1: ð7Þ

In practice, we are interested in the master integrals as
power series in ϵ

f⃗ðx; y; z; ϵÞ ¼
X∞

n¼0

f⃗ðnÞðx; y; zÞϵn; ð8Þ

where the nth order coefficient function with n > 0 can be
represented as a linear combination of Chen’s iterated
integrals [17] with transcendental weight n of the form

Z
r⃗

r⃗0
d logðαinðr⃗nÞÞ%%%

Z
r⃗3

r⃗0
d logðαi2ðr⃗2ÞÞ

Z
r⃗2

r⃗0
d logðαi1ðr⃗1ÞÞ:

ð9Þ

These integrals can be mapped to the symbol representation

αi1ðr⃗Þ ⊗ αi2ðr⃗Þ ⊗ % % % ⊗ αinðr⃗Þ; ð10Þ

which can be manipulated using its algebraic properties. In
general, these iterated integrals can be converted to linear
combinations of multiple polylogarithms (MPLs) [18].

FIG. 1. A typical diagram contributing to the HZV vertex at
OðααsÞ. The heavy quark Q can be the top quark t or the bottom
quark b.
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Constructed a canonical basis of master integrals
d ⃗f(x, y, z; ϵ) = ϵ dA(x, y, z) ⃗f(x, y, z; ϵ)

= ϵ∑
i

Ai d log(αi) ⃗f(x, y, z; ϵ)

x = −
q2

4m2
Q

y = −
p2

Z

4m2
Q

z = −
p2

H

4m2
Q

Alphabet contains 4 kinds of square roots

x(x + 1) y(y + 1) z(z + 1) x2 + y2 + z2 − 2xy − 2yz − 2zx

Solutions up to weight-3 written in terms of GPLs

Weight-4 parts expressed as one-fold integrals (not ideal, but usable)
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FIG. 2. NNLO O(↵↵s) corrections from top quark loops to
the e

+
e
�
! ZH production cross sections.

FIG. 3. Relative corrections from bottom quark loops to the
e
+
e
�
! ZH production cross section.

O(1/m4
t
). As expected, the expansion behaves well for

low energies, but ceases to be valid near or above the tt̄

threshold.

In Fig. 3, we show the impact of adding the contri-
butions from bottom quark loops to the ZH cross sec-
tion. Again, computing this contribution is rather time-
consuming with sector decomposition, but is much faster
with the analytic results at hand. Phenomenologically
this contribution only amounts to a few percent of the
O(↵↵s) corrections (which is below 1 per mille of the
total cross section), and is therefore not important.

We now turn to the leptonic decay H ! 4l. The lead-
ing m

2
t
enhanced contributions at O(↵↵s) have been con-

sidered in [21]. Here we give the result for the exact
O(↵↵s) corrections including bottom quark loops. For
simplicity, we consider the process H ! Zl

+
l
� and treat

the leptons as massless. A more dedicated study, in-
cluding the decay of both Z bosons and the lepton mass
e↵ects, will be presented in [19]. In Fig. 4 we show the
O(↵↵s) corrections to the di↵erential decay rate d�/dM ,
where M is the invariant mass of the lepton pair. We

FIG. 4. NNLO O(↵↵s) corrections to the H ! Zl
+
l
� dif-

ferential decay rate as a function of the lepton pair invariant
mass M , including both top and bottom quark contributions.

incorporate both top quark and bottom quark loop con-
tributions. Note in particular the kink at M ⇡ 2mb,
which is due to the Coulomb singularity at the bb̄ thresh-
old. A proper treatment of this region would require re-
summing the Coulomb exchanges as well as dealing with
non-perturbative e↵ects, which is beyond the scope of
this work.

SUMMARY AND OUTLOOK

In this paper, we calculate analytically the two-loop
triangle integrals entering the O(↵↵s) corrections to the
HZV vertex. We derive the canonical-form di↵erential
equations for the 41 master integrals appearing in the
calculation. For integrals with 4 mass scales, these dif-
ferential equations are not easy to solve due to the pres-
ence of many non-rational functions. We are able to find
fully analytic solutions up to weight 3 in terms of multiple
polylogarithms. We apply our results to the e+e� ! ZH

production cross section and the H ! ZZ
⇤
! 4l decay

width, including both top quark loops and bottom quark
loops. For the bottom quark loop contributions, and for
cases when the collider energy is near the tt̄ threshold,
the integrals are rather time-consuming using purely nu-
meric methods such as sector decomposition. This poses
no di�culty for our analytic results, whose numeric eval-
uation is e�cient for all phase-space points.
Loop integrals with many mass scales are very com-

mon in electroweak physics, Higgs physics and top quark
physics. However, it is not easy to evaluate them in closed
form, especially at high orders in ✏. Our result serves as
a prototype to study the analytic structure of multi-loop
multi-scale Feynman integrals. For the HZV vertex, it is
interesting to study its behaviors in various asymptotic
limits. For example, near the tt̄ threshold

p
s ⇠ 2mt, it

is expected that the amplitude can be factorized in the
framework of non-relativistic e↵ective field theory [22–

NNLO  corrections 
to ZH cross section

𝒪(ααs)

The new result works well for all kinematic configurations

Wang, Xu, LLY: 1905.11463
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incorporate both top quark and bottom quark loop con-
tributions. Note in particular the kink at M ⇡ 2mb,
which is due to the Coulomb singularity at the bb̄ thresh-
old. A proper treatment of this region would require re-
summing the Coulomb exchanges as well as dealing with
non-perturbative e↵ects, which is beyond the scope of
this work.

SUMMARY AND OUTLOOK

In this paper, we calculate analytically the two-loop
triangle integrals entering the O(↵↵s) corrections to the
HZV vertex. We derive the canonical-form di↵erential
equations for the 41 master integrals appearing in the
calculation. For integrals with 4 mass scales, these dif-
ferential equations are not easy to solve due to the pres-
ence of many non-rational functions. We are able to find
fully analytic solutions up to weight 3 in terms of multiple
polylogarithms. We apply our results to the e+e� ! ZH

production cross section and the H ! ZZ
⇤
! 4l decay

width, including both top quark loops and bottom quark
loops. For the bottom quark loop contributions, and for
cases when the collider energy is near the tt̄ threshold,
the integrals are rather time-consuming using purely nu-
meric methods such as sector decomposition. This poses
no di�culty for our analytic results, whose numeric eval-
uation is e�cient for all phase-space points.
Loop integrals with many mass scales are very com-

mon in electroweak physics, Higgs physics and top quark
physics. However, it is not easy to evaluate them in closed
form, especially at high orders in ✏. Our result serves as
a prototype to study the analytic structure of multi-loop
multi-scale Feynman integrals. For the HZV vertex, it is
interesting to study its behaviors in various asymptotic
limits. For example, near the tt̄ threshold

p
s ⇠ 2mt, it

is expected that the amplitude can be factorized in the
framework of non-relativistic e↵ective field theory [22–

NNLO  corrections 
to ZH cross section

𝒪(ααs)

The new result works well for all kinematic configurations

the massless limit and the threshold limit. These will be
presented in a forthcoming article [19].
Finally, in the weight-4 part of the solution, all the 4

square roots in Eq. (4) can appear in a single symbol. We
are not able to simultaneously rationalize R1ðtxÞ, R1ðtyÞ,
and R1ðtzÞ via a variable change (with respect to t). It is
therefore not possible to convert the symbols to MPLs
using the above method. It remains possible that one can
construct the solution in terms of polylogarithms, using the
function arguments at weight-2 and weight-3 as hints. We
leave this for future investigation. In the current work, we
evaluate the weight-4 part as a one-fold numeric integral.
This is sufficiently fast for practical purposes.

III. NUMERIC RESULTS

We now use our analytic result to calculate the OðααsÞ
corrections to the eþe− → ZH production cross section and
the H → ZZ$ → 4l partial width. We consider both the top
quark and the bottom quark in the loop. In our numeric
calculations, we take mt ¼ 173.3 GeV, Γt ¼ 1.35 GeV,
mb ¼ 4.78 GeV, mZ ¼ 91.1876 GeV, mW ¼80.385GeV,
mH ¼ 125.1 GeV, αsðmZÞ ¼ 0.118 [20].
In Fig. 2, we show the exact top quark loop contributions

to the eþe− → ZH cross sections for a center-of-mass
energy

ffiffiffi
s

p
ranging from 220 to 500 GeV. Thanks to our

analytic results, it is much faster to perform the numeric
computation compared to purely numeric methods such
as sector decomposition. Especially for the tt̄ threshold
region

ffiffiffi
s

p
∼ 2mt, the purely numeric integration is badly

convergent, while it poses no difficulty for our analytic
formulas. In the plot we also show the result of large mt
expansion derived in [11] up to Oð1=m4

t Þ. As expected, the
expansion behaves well for low energies, but ceases to be
valid near or above the tt̄ threshold.
In Fig. 3, we show the impact of adding the contributions

from bottom quark loops to the ZH cross section. Again,
computing this contribution is rather time-consuming with
sector decomposition, but is much faster with the analytic

results at hand. Phenomenologically this contribution only
amounts to a few percent of the OðααsÞ corrections (which
is below 1 per mille of the total cross section), and is
therefore not important.
We now turn to the leptonic decay H → 4l. The leading

m2
t enhanced contributions atOðααsÞ have been considered

in [21]. Here we give the result for the exact OðααsÞ
corrections including bottom quark loops. For simplicity,
we consider the process H → Zlþl− and treat the leptons
as massless. A more dedicated study, including the decay
of both Z bosons and the lepton mass effects, will be
presented in [19]. In Fig. 4 we show theOðααsÞ corrections
to the differential decay rate dΓ=dM, where M is the
invariant mass of the lepton pair. We incorporate both
top quark and bottom quark loop contributions. Note
in particular the kink at M ≈ 2mb, which is due to the
Coulomb singularity at the bb̄ threshold. A proper treat-
ment of this region would require resumming the Coulomb
exchanges as well as dealing with nonperturbative effects,
which is beyond the scope of this work.

FIG. 2. NNLO OðααsÞ corrections from top quark loops to the
eþe− → ZH production cross sections.

FIG. 3. Relative corrections from bottom quark loops to the
eþe− → ZH production cross section.

FIG. 4. NNLO OðααsÞ corrections to the H → Zlþl− differ-
ential decay rate as a function of the lepton pair invariant massM,
including both top and bottom quark contributions.
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). As expected, the expansion behaves well for

low energies, but ceases to be valid near or above the tt̄

threshold.

In Fig. 3, we show the impact of adding the contri-
butions from bottom quark loops to the ZH cross sec-
tion. Again, computing this contribution is rather time-
consuming with sector decomposition, but is much faster
with the analytic results at hand. Phenomenologically
this contribution only amounts to a few percent of the
O(↵↵s) corrections (which is below 1 per mille of the
total cross section), and is therefore not important.

We now turn to the leptonic decay H ! 4l. The lead-
ing m

2
t
enhanced contributions at O(↵↵s) have been con-

sidered in [21]. Here we give the result for the exact
O(↵↵s) corrections including bottom quark loops. For
simplicity, we consider the process H ! Zl

+
l
� and treat

the leptons as massless. A more dedicated study, in-
cluding the decay of both Z bosons and the lepton mass
e↵ects, will be presented in [19]. In Fig. 4 we show the
O(↵↵s) corrections to the di↵erential decay rate d�/dM ,
where M is the invariant mass of the lepton pair. We

FIG. 4. NNLO O(↵↵s) corrections to the H ! Zl
+
l
� dif-

ferential decay rate as a function of the lepton pair invariant
mass M , including both top and bottom quark contributions.

incorporate both top quark and bottom quark loop con-
tributions. Note in particular the kink at M ⇡ 2mb,
which is due to the Coulomb singularity at the bb̄ thresh-
old. A proper treatment of this region would require re-
summing the Coulomb exchanges as well as dealing with
non-perturbative e↵ects, which is beyond the scope of
this work.

SUMMARY AND OUTLOOK

In this paper, we calculate analytically the two-loop
triangle integrals entering the O(↵↵s) corrections to the
HZV vertex. We derive the canonical-form di↵erential
equations for the 41 master integrals appearing in the
calculation. For integrals with 4 mass scales, these dif-
ferential equations are not easy to solve due to the pres-
ence of many non-rational functions. We are able to find
fully analytic solutions up to weight 3 in terms of multiple
polylogarithms. We apply our results to the e+e� ! ZH

production cross section and the H ! ZZ
⇤
! 4l decay

width, including both top quark loops and bottom quark
loops. For the bottom quark loop contributions, and for
cases when the collider energy is near the tt̄ threshold,
the integrals are rather time-consuming using purely nu-
meric methods such as sector decomposition. This poses
no di�culty for our analytic results, whose numeric eval-
uation is e�cient for all phase-space points.
Loop integrals with many mass scales are very com-

mon in electroweak physics, Higgs physics and top quark
physics. However, it is not easy to evaluate them in closed
form, especially at high orders in ✏. Our result serves as
a prototype to study the analytic structure of multi-loop
multi-scale Feynman integrals. For the HZV vertex, it is
interesting to study its behaviors in various asymptotic
limits. For example, near the tt̄ threshold

p
s ⇠ 2mt, it

is expected that the amplitude can be factorized in the
framework of non-relativistic e↵ective field theory [22–
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is expected that the amplitude can be factorized in the
framework of non-relativistic e↵ective field theory [22–

Similar ideas have been successfully 
applied to  and gg → HH gg → ZH(a) (b) (c) (d)

(e) (f) (g)

Figure 1: Sample Feynman diagram contributing to gg → ZH at LO and NLO. Solid,
wavy, dashed and curly lines denote quarks, Z and Higgs bosons, and gluons, respectively.
Internal wavy lines can also represent Goldstone bosons.

produced via a s-channel Z or χ boson exchange. Both bottom and top quarks can be
present in the loop. In the case of the box diagrams the Higgs boson couples directly
to the quark running in the loop and thus only internal top quarks are present since we
neglect the bottom Yukawa coupling. The effect of a finite bottom quark mass on the LO
cross section is at the per mille level.

In the heavy-mt approximation the diagrams with internal top quarks reduce to vacuum
integrals. The massless triangle diagrams are computed with the help of simple form
factor-type integrals which can be expressed in terms on Γ functions (see, e.g., Appendix A
of Ref. [26]).

We perform the calculation for general Rξ gauge and check that the gauge parameter ξZ
present in the Z and χ boson propagators drops out in the result for the cross section. In
fact, it cancels between the diagrams with top and bottom quark triangles and a neutral
Goldstone boson or a Z boson in the s channel. Note, that for special choices of ξZ the
calculation can be significantly simplified. For example, in Landau gauge the massless
triangle contribution with virtual Z boson vanishes [11]. Note that due to Furry’s theorem
there is no contribution from the vector coupling of the Z. Altogether there are 16 LO
Feynman diagrams, all of them are individually finite.

We compute the LO amplitudes both in an expansion for large top quark mass including
terms up to order 1/m8

t , and without applying any approximation and keeping the full top
quark mass dependence. In the latter case we have reduced the tensor integrals to scalar
three- and four-point integrals which are evaluated using the LoopTools library [27, 28].
We want to mention that in the limit mt → ∞ the calculation is significantly simplified.
In particular, all top quark triangle contributions with a coupling of the Z boson vanish.

For the numerical results we use the following input values [29]

MZ = 91.1876 GeV ,

3

Z

H

Xu, LLY: 1810.12002 
Wang, Wang, Xu, Xu, LLY: 2010.15649 
Wang, Xu, Xu, LLY: 2107.08206
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3

(A) (B) (C)

(F)(E)(D)

FIG. 1. Integral topologies relevant for F (1)
i,box. The thick lines

represent massive top quark propagators, while the internal
thin lines represent massless gluon propagators. All external
lines are massless after performing the small-mass expansion.

in-house routines and the program package handyG [43].
The remaining iterated integrals are expressed as one-fold
integrals over GPLs of transcendental weight 2.

Topology F involves elliptic Feynman integrals and is
more complicated. We have constructed a basis of the
master integrals such that the ✏0 part of their di↵erential
equations are as simple as possible, where ✏ is the dimen-
sional regulator. The solutions of these di↵erential equa-
tions involve iterated integrals over elliptic integrals of
the first and second kinds, which we perform numerically.
These integrals turn out to be the most time-consuming
part of the numeric evaluation of the amplitudes. It is
possible to speed up the computation using methods of,
e.g., Refs. [44, 45].

NUMERIC RESULTS AND DISCUSSIONS

In this section, we present some numeric results for the
finite part of the two-loop amplitude, i.e., Vfin defined in
Eq. (6), computed using our method. While these results
are not new, our aim is to demonstrate the precision and
e�ciency that can be achieved from the small-mass ex-
pansion. We will compare our results with those com-
puted using sector decomposition in [10–12] (optionally
supplemented by the Padé-improved high-energy expan-
sion [23–26]). For that purpose we choose the same input
parameters as in [26]: the Higgs massmH = 125GeV, the
top quark mass mt = 173GeV, and the renormalization
scale µ =

p
ŝ/2.

Our approach is a mixture of analytic and numeric
methods. Its main advantage lies in the fact that it is
much more e�cient than the purely numeric integration
with sector decomposition, yet provides even better pre-
cision in a major portion of the whole phase space. To
see that, we show Vfin as a function of

p
ŝ and pT in

Fig. 2. In order to generate the surfaces, we plot the re-
sults of Vfin at 6320 phase-space points corresponding to
the grid of [26], and then simply join them without any
interpolation or fitting procedure.

The upper plot in Fig. 2 uses the values of Vfin taken

FIG. 2. The finite part Vfin of the two-loop amplitude as a
function of

p
ŝ and pT . The upper plot uses the results from

the grid file of [26], while the lower one uses our results with
the small-mass expansion up to O(m4

H). See the text for how
the plots are generated.

from the grid file of [26], which were computed using sec-
tor decomposition. It can be seen that the surface has a
lot of spikes and is far from smooth. This is due to the un-
certainties of numeric integrations, which are most severe
when

p
ŝ is above the 2mt threshold. The integration

uncertainties can in principle be reduced with more sam-
pling points in the (quasi-)Monte Carlo methods. How-
ever, this requires much more computational resources
which prevents its viability. To cure this spiky behavior,
Ref. [26] has created an interpolation code which applies
a Clough-Tocher interpolator resulting in a smooth dis-
tribution. This, however, does not reduce the intrinsic
uncertainties of the results.
The lower plot in Fig. 2, on the other hand, uses our

results of Vfin computed with the small-mass expansion
up to O(m4

H
). One can see that the double distribution is

rather smooth in the whole phase-space region probed by
the 6320 points. We emphasize again that the surface is
generated without any interpolation or fitting procedure.
This demonstrates the high precision and stability of our
method, which is crucial for practical phenomenological
applications. Due to the high e�ciency of our method, it
is straightforward to generate more phase-space points on
a modern laptop computer. This helps to better describe
the shape of the double distribution, which can then be
easily integrated over without worrying too much about
the interpolation.
The 3-D plots in Fig. 2 only give a qualitative impres-

sion of the two approaches. To make a more quantitative
comparison, in Fig. 3, we present Vfin as a function ofp
ŝ with fixed values of pT . The black curves are ob-

tained from our results with the small-mass expansion

4
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FIG. 3. The finite part Vfin of the two-loop amplitude as a
function of

p
ŝ with fixed values of pT . The black curves are

obtained from our results with the small-mass expansion up
to O(m4

H), while the red ones are obtained using the interpo-
lation code associated with [26].

up to O(m4
H
), while the red ones are obtained using the

interpolation code associated with [26] (with the grid file
containing results from the Padé-improved high-energy
expansion). The error bars of the interpolated results
are calculated following the approach outlined in [26].
We note that when no error bar is attached to a given
point, it does not necessarily mean that the result is ac-
curate, but rather means that the result is not supported
by nearby grid points and might not be reliable. The
uncertainties of our results come mainly from the miss-
ing higher order terms at O(m6

H
), which would not be

visible on the plot. Overall, we find that our results are
consistent with the interpolated ones wherever the in-
terpolation is reliable (i.e., where there are enough grid
points to support the interpolation and the associated
numeric uncertainties are small). Also, our curves are
smooth in all cases. These observations lend us confi-
dence that the small-mass expansion provides a rather
good approximation to the exact result across the whole
phase space.

In Fig. 3, one can also see that there are discrepancies
between the two results in certain phase-space regions,
which we now discuss. In the small pT region (repre-
sented by the pT = 100GeV curves), the high-energy
expansion does not apply and the interpolated results
are fully controlled by numeric integrations with sector
decomposition. Since the numeric integration is time-
consuming, the number of grid points are not su�cient
to support the whole range of

p
ŝ (here only those points

with error bars are supported). Also, numeric integra-
tions lead to large uncertainties at moderate and highp
ŝ, which can be clearly seen in the plot. These two fac-

tors result in the wiggly behavior of the pT = 100GeV
curve for

p
ŝ > 700GeV. On the other hand, our result

500 1000 1500 2000 2500
 (GeV)s

0.00

0.02

0.04

0.06finV =100
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T

p =550
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p =800
T

p
)0O(mh )2O(mh )4O(mh

expansion:
order:

FIG. 4. Vfin as a function of
p
ŝ computed with the

small-mass expansion up to O(m0
H)(blue), O(m2

H)(red), and
O(m4

H)(black) for several values of pT .

remains smooth and is much more reliable in this region.
As pT increases, the Padé-improved high-energy ex-

pansion comes into play. This helps to make the curve
smoother, albeit that the uncertainties in the region of
moderate

p
ŝ are still large. The deviation in the tail

(high
p
ŝ) region is due to the lack of grid points there

to support the interpolation. Note that the interpola-
tion in the tail region can in principle be improved by
adding more data from high-energy expansion. Finally,
at high pT (represented by the pT = 800GeV curves), the
two results almost completely coincide with each other,
although the interpolated curve still has some small wig-
gles.
Given the high precision of our results in the whole

phase space, we now turn to discuss the e�ciency of our
approach compared to that based on sector decomposi-
tion. Ref. [10] quoted their performance of 4680 GPGPU
hours (using NVIDIA Tesla K20X GPUs) for 665 phase-
space points, giving an average of about 7 GPGPU hours
per phase-space point. On the contrary, we only need
about 10 seconds for one phase-space point using one
CPU core on a desktop or even laptop computer. Note
that a majority of the time in our approach is spent on
the integration over elliptic functions, which may be fur-
ther reduced using methods similar to those proposed in,
e.g., [44, 45]. The high e�ciency of our method makes
it valuable for phenomenological analyses, in particular,
for studies involving di↵erent values of mt and mH .
In all previous numerics, we have truncated the small-

mass expansion at O(m4
H
). It is now time to present

the convergence of the expansion to justify this choice.
In Fig. 4 we plot Vfin computed using the small-mass
expansion up to O(m0

H
), O(m2

H
) and O(m4

H
). We show

Vfin as a function of
p
ŝ for several representative values of

pT . We find that for large pT , the O(m2
H
) corrections are

already small, and the O(m4
H
) corrections are negligible.

7 GPGPU hours per phase space point 
with sector decomposition

10 CPU seconds per phase space point 
with small-mass expansion
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Table 2
The total cross sections (in fb) for pp → Z H and its subprocess gg → Z H at the 13 TeV LHC. 
σ w/o gg

pp→Z H is the cross section without the gg → Z H subprocess. σ gg
LO and σ gg

NLO are the LO 
and NLO cross sections for gg → Z H , in which the NLO contribution is one of the main new 
results of this work. σpp→Z H = σ w/o gg

pp→Z H + σ gg
NLO represents the state-of-the-art fixed-order 

predictions for this process. In the last two columns, we show for comparison the results in 
the heavy top limit.

µr = µ f σ gg
LO σ gg

NLO σ w/o gg
pp→Z H σpp→Z H σ gg,mt →∞

NLO σmt →∞
pp→Z H

M Z H /3 73.56(7) 129.4(3) 784.0(7) 913.4(7) 133.6(6) 917.6(9)

M Z H 51.03(5) 101.7(2) 781.1(7) 882.9(7) 106.0(4) 887.2(8)

3M Z H 36.62(4) 80.4(2) 780.7(8) 861.1(8) 84.0(3) 864.8(9)

mass expansion. To examine the convergence for a broader range 
of phase-space points, we show Vfin as a function of 

√
ŝ for sev-

eral representative values of pT in Fig. 1. The blue and red marks 
represent the O(m0) and O(m2) results, respectively; while the 
black lines correspond to the O(m4) ones. It can be seen that the 
O(m2) and O(m4) results almost overlap with each other com-
pletely, which demonstrates the reliability of the expansion in the 
entire phase-space. We expect that the terms at O(m6) are irrele-
vant for phenomenological applications.

We now combine the finite part of the virtual corrections with 
the IR-subtracted real corrections, and present our predictions for 
the total and differential cross sections. We first consider the LHC 
with a center-of-mass energy of 

√
s = 13 TeV. We use the program 

package vh@nnlo [8,9] to calculate the contributions from the qq̄
channel (including QCD and EW corrections). This program also 
gives the gg → Z H contributions up to the NLO in the heavy top 
limit, which we use as a reference to compare our results with. The 
various results for three values of µr = µ f are listed in Table 2. 
As expected, the NLO corrections lead to significant enhancement 
(about 100%) to the gg → Z H cross section. Combining our results 
with the qq̄ contributions, we arrive at the state-of-the-art fixed-
order prediction for the pp → Z H total cross section at the 13 TeV 
LHC:

σpp→Z H = 882.9+3.5%
−2.5% fb . (7)

In the last two columns of Table 2, we show for comparison the 
results in the heavy top limit given by vh@nnlo. We find that the 
situation is quite different from the Higgs boson pair production: 
the finite top mass effects are much milder, which reduces the NLO 
cross sections in the gg channel only by about 4%. This accidental 
fact makes it possible that by calculating the O(α4

s ) contributions 
in the heavy top limit, one could reduce the residue theoretical 
uncertainty of the total cross section down to the percent-level.

We now turn to the differential cross sections. It is well-known 
that the heavy top limit is not valid above the 2mt threshold. On 
the other hand, the small mass expansion provides reliable results 
for differential cross sections in the entire phase-space. As an ex-
ample, we show in Fig. 2 the LO and NLO differential cross sections 
in the gg → Z H channel with respect to the invariant mass M Z H
of the Z boson and the Higgs boson at the 13 TeV LHC. The up-
per plot employs a logarithmic scale for the vertical axis to access 
the distributions in the broad range 200 GeV ! M Z H ! 2500 GeV, 
while the lower plot shows the ratios to the central values of the 
LO differential cross sections. It is clear that the sizes of the cor-
rections are kinematics-dependent, and it is not sufficient to use a 
uniform K -factor to rescale the LO differential cross sections. The 
NLO corrections are rather large across the whole range, especially 
around the peak and to the far tail. The significant corrections 
in the tail region have important implications for new physics 
searches, since new phenomena are usually most evident in the 
high energy regime. The boosted region is also relevant when us-
ing jet substructure techniques to measure the hadronic decays of 
the Higgs boson [47].

Fig. 2. The LO and NLO differential cross sections in the gg → Z H channel with 
respect to the Z H invariant mass in the range 200 GeV ! M Z H ! 2500 GeV at the 
13 TeV LHC. The lower panel shows the ratios to the LO central values.

Fig. 3. The LO and NLO differential cross sections in the gg → Z H channel with 
respect to the Z H invariant mass in the range 200 GeV ! M Z H ! 800 GeV at the 
13 TeV LHC. The lower panel shows the ratios to the LO central values.

The corrections in the peak region, on the other hand, are the 
most important to the total cross section. To see the peak region 
more clearly, we show the M Z H distributions in a narrower range 
in Fig. 3, with a linear vertical axis. It can be seen that the total 
cross section receives its most contributions from regions around 
the 2mt threshold, where the NLO corrections are significant. The 
ratio plot also shows a small kink at the 2mt threshold, which 
comes from the Coulomb-type enhancement in that region enter-
ing at NLO.

Finally, we envision a possible future high-energy upgrade of 
the LHC (HE-LHC) operating at a center-of-mass energy of 27 TeV. 
In Table 3 we list the results for the total cross section at 27 TeV. 
Again, the NLO corrections are significant, with the top quark mass 
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ŝ for sev-

eral representative values of pT in Fig. 1. The blue and red marks 
represent the O(m0) and O(m2) results, respectively; while the 
black lines correspond to the O(m4) ones. It can be seen that the 
O(m2) and O(m4) results almost overlap with each other com-
pletely, which demonstrates the reliability of the expansion in the 
entire phase-space. We expect that the terms at O(m6) are irrele-
vant for phenomenological applications.
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with a center-of-mass energy of 
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s = 13 TeV. We use the program 

package vh@nnlo [8,9] to calculate the contributions from the qq̄
channel (including QCD and EW corrections). This program also 
gives the gg → Z H contributions up to the NLO in the heavy top 
limit, which we use as a reference to compare our results with. The 
various results for three values of µr = µ f are listed in Table 2. 
As expected, the NLO corrections lead to significant enhancement 
(about 100%) to the gg → Z H cross section. Combining our results 
with the qq̄ contributions, we arrive at the state-of-the-art fixed-
order prediction for the pp → Z H total cross section at the 13 TeV 
LHC:

σpp→Z H = 882.9+3.5%
−2.5% fb . (7)

In the last two columns of Table 2, we show for comparison the 
results in the heavy top limit given by vh@nnlo. We find that the 
situation is quite different from the Higgs boson pair production: 
the finite top mass effects are much milder, which reduces the NLO 
cross sections in the gg channel only by about 4%. This accidental 
fact makes it possible that by calculating the O(α4

s ) contributions 
in the heavy top limit, one could reduce the residue theoretical 
uncertainty of the total cross section down to the percent-level.

We now turn to the differential cross sections. It is well-known 
that the heavy top limit is not valid above the 2mt threshold. On 
the other hand, the small mass expansion provides reliable results 
for differential cross sections in the entire phase-space. As an ex-
ample, we show in Fig. 2 the LO and NLO differential cross sections 
in the gg → Z H channel with respect to the invariant mass M Z H
of the Z boson and the Higgs boson at the 13 TeV LHC. The up-
per plot employs a logarithmic scale for the vertical axis to access 
the distributions in the broad range 200 GeV ! M Z H ! 2500 GeV, 
while the lower plot shows the ratios to the central values of the 
LO differential cross sections. It is clear that the sizes of the cor-
rections are kinematics-dependent, and it is not sufficient to use a 
uniform K -factor to rescale the LO differential cross sections. The 
NLO corrections are rather large across the whole range, especially 
around the peak and to the far tail. The significant corrections 
in the tail region have important implications for new physics 
searches, since new phenomena are usually most evident in the 
high energy regime. The boosted region is also relevant when us-
ing jet substructure techniques to measure the hadronic decays of 
the Higgs boson [47].

Fig. 2. The LO and NLO differential cross sections in the gg → Z H channel with 
respect to the Z H invariant mass in the range 200 GeV ! M Z H ! 2500 GeV at the 
13 TeV LHC. The lower panel shows the ratios to the LO central values.

Fig. 3. The LO and NLO differential cross sections in the gg → Z H channel with 
respect to the Z H invariant mass in the range 200 GeV ! M Z H ! 800 GeV at the 
13 TeV LHC. The lower panel shows the ratios to the LO central values.

The corrections in the peak region, on the other hand, are the 
most important to the total cross section. To see the peak region 
more clearly, we show the M Z H distributions in a narrower range 
in Fig. 3, with a linear vertical axis. It can be seen that the total 
cross section receives its most contributions from regions around 
the 2mt threshold, where the NLO corrections are significant. The 
ratio plot also shows a small kink at the 2mt threshold, which 
comes from the Coulomb-type enhancement in that region enter-
ing at NLO.

Finally, we envision a possible future high-energy upgrade of 
the LHC (HE-LHC) operating at a center-of-mass energy of 27 TeV. 
In Table 3 we list the results for the total cross section at 27 TeV. 
Again, the NLO corrections are significant, with the top quark mass 
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comes from the Coulomb-type enhancement in that region enter-
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the LHC (HE-LHC) operating at a center-of-mass energy of 27 TeV. 
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Figure 1: Planar (left) and non-planar (right) two-loop box diagrams with top quarks in
the loop. The bottom row visually illustrates the effect of introducing Feynman parameters
for the top loop. If V1,2 = γ, Z then f ′ = e, q′ = t, whereas f ′ = νe and q′ = b for V1,2 = W .

The following approach is based on the technique used in Ref. [22], which is makes use
of the basic dispersion relation for the one-loop self-energy function B0,
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where D is the space-time dimension and λ(a, b, c) = (a− b− c)2 − 4bc.
This dispersion relation is derived from the analytical properties of the B0 function: For

complex p2, B0(p2, m2
1, m

2
2) has a branch point at p2 = (m1 + m2)2, with the branch cut
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σ−p2−iε , one must choose a contour C that circumvents the branch cut, as illus-

trated in Fig. 2 (left). The discontinuity ∆B0 accounts for the difference of B0(σ, m2
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2
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for values of σ just below and just above the branch cut. The contour is closed with a circle
at infinity, which gives vanishing contribution for sufficiently small dimension D.

In order to apply this relation to the planar box diagram, it is useful to introduce Feynman
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→ Talks covering both analytic and numeric methods

e.g.: Canonical differential equations in both GPL sectors and 
elliptic sectors

Numeric solutions (pySecDec, DiffExp, AMFlow, …)
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As an addition to existing methods (probably covered by Andreas von Manteuffel), 
we proposed a novel approach to construct canonical Feynman integrals

∫𝒞
[G(z)]ϵ

n

⋀
j=1

d log fj(z)

d-log integrals in the generalized loop-by-loop 
Baikov representation (a larger vector space 
than the space of Feynman integrals)

Project into the space of Feynman 
integrals using intersection theory

়࿄Ц Ҳ ᆌٯᅎႽႲ ഀᅎ ়ംᅎЦ

<latexit sha1_base64="D+jnz66ojomkE30XcLj7CtaX3lc=">AAACYnicbVDBattAEF2rTZuqaWMnx4Sy1AR6aI0UAm0PgdBe0kMgpXZisByxWo/txatdsTubYIR+ol/Ta/MXufdDulJ8qJM+GHi8N8PMvKyQwmIU3bWCJ083nj3ffBG+3Hr1ervd2bmw2hkOA66lNsOMWZBCwQAFShgWBlieSbjMFl9r//IajBVa9XFZwDhnMyWmgjP0Utp+n2SGlck1M8VcVPSYJtblaSmO4+oqUY7yVNCmBVJRpe1u1Isa0MckXpEuWeE87bTeJBPNXQ4KuWTWjuKowHHJDAouoQoTZ6FgfMFmMPJUsRzsuGzequiBVyZ0qo0vhbRR/50oWW7tMs98Z85wbh96tfg/b+Rw+mlcClU4BMXvF02dpKhpnRGdCAMc5dITxo3wt1I+Z4Zx9EmGa2t8NAvAal10SnA9gQ/NAWFiAWtWP1H+6H8b0v6NpmeN5xONH+b3mFwc9uKj3ufvR92TL6tsN8keeUvekZh8JCfklJyTAeHkJ/lFfpPb1p8gDDrB7n1r0FrN7JI1BPt/AVgyuFs=</latexit>

Chen, Jiang, Xu, LLY: 2008.03045 
Chen, Jiang, Ma, Xu, LLY: 2202.08127

∫ [
L

∏
i=1

ddki

iπd/2 ] 1
za1
1 za2

2 ⋯zaN
N



Mixed QCD-EW corrections to WWH

13

J
H
E
P
0
9
(
2
0
2
1
)
1
1
4

H
t

t

g b

W

W

Figure 1. A typical Feynman diagram contributing to the mixed QCD-EW corrections for the
HW+W− vertex.

where the 3-body phase-space integration measure is given by

dPS3 =
( 3∏

i=1

d3pi
(2π)3

1
2Ei

)

(2π)4 δ(4)(P − p1 − p2 − p3) . (2.4)

In general the 3-body phase-space integral can be performed numerically with a Monte
Carlo program, which will be useful when we compute differential decay widths. For the
fully integrated decay width at LO, the phase space integral can be calculated analytically
and we find

ΓLO = α2mH

384π(2r)4s4W

[

(1 − 4r2)(47 − 52r2 + 32r4) + 24(1 − 6r2 + 4r4) log(2r)

+ 24r(5 − 8r2 + 4r4) cos−1 (r(3 − 4r2)
)

√
1 − r2

]

, (2.5)

where sW = sin θW and r = mH/(2mW ). The NLO EW corrections to this decay
process involve closed fermion loops, exchanges of electroweak gauge bosons and Higgs
boson, as well as real photon emissions. For these corrections we invoke the program
MadGraph5_aMC@NLO [22] which can automatically compute NLO QCD and EW correc-
tions to standard model processes. In the rest of the paper, we present our calculation of
the NNLO mixed QCD-EW corrections at order ααs.

3 The HW+W− vertex at two loops

In this section, we present the calculation of the two-loop form factors entering the mixed
QCD-EW corrections for the HW+W− vertex. This serves as a main new result of this
paper. A typical Feynman diagram is depicted in figure 1. The most generic Lorentz
structure of the HW+W− vertex can be written as:

T µν = iemW

sW
(gµνT1 + pµ3p

ν
3T2 + pµ3q

νT3 + pν
3q

µT4 + qµqνT5) . (3.1)

Among the scalar coefficient functions Ti in the above formula, only T1 and T4 contribute
to the partial decay width. At NNLO, the coefficient functions can be written as linear
combinations of scalar two-loop integrals of the form

F{ai} ≡ m4ε
t

∫
ddk1

iπd/2Γ(ε)
ddk2

iπd/2Γ(ε)

7∏

i=1

1
Dai

i

, (3.2)
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The two-loop amplitude can be written in a fully-analytic 
form (involving a lot of weight-4 GPLs)
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LO NLO EW NNLO QCD-EW
Γ (10−5 GeV) 4.597 4.474 4.518
δΓ (10−5 GeV) −0.123 +0.044

δΓ/ΓLO −2.7% +1.0%

Table 1. The partial decay widths at various orders in the α(mZ) scheme.

LO NLO EW NNLO QCD-EW
Γ (10−5 GeV) 4.374 4.524 4.531
δΓ (10−5 GeV) +0.150 +0.007

δΓ/ΓLO +3.4% +0.2%

Table 2. The partial decay widths at various orders in the Gµ scheme.

Figure 2. The Meν distribution in the α(mZ) scheme (left) and in the Gµ scheme (right).

W boson. Here we observe similar behaviors as for the integrated decay rate. The NNLO
corrections are much smaller in the Gµ scheme, as shown in the right plot in figure 2,
where the green and blue curves almost completely overlap with each other. Since the
neutrino is not observable (although could be reconstructed), it is also interesting to study
the invariant mass of the visible part of the decay products. In figure 3 we show the MeW

distribution, again in the two schemes at different orders. This distribution can be measured
at the LHC and the future Higgs factories, with the W boson decaying hadronically. Our
results then provide the high precision theoretical predictions to be compared with the
experimental data.

5 Summary and outlook

In this paper, we have studied a class of two-loop triangle integrals entering the O(ααs)
corrections to the HW+W− vertex. We have constructed a canonical basis consisting
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Figure 2. The Meν distribution in the α(mZ) scheme (left) and in the Gµ scheme (right).

W boson. Here we observe similar behaviors as for the integrated decay rate. The NNLO
corrections are much smaller in the Gµ scheme, as shown in the right plot in figure 2,
where the green and blue curves almost completely overlap with each other. Since the
neutrino is not observable (although could be reconstructed), it is also interesting to study
the invariant mass of the visible part of the decay products. In figure 3 we show the MeW

distribution, again in the two schemes at different orders. This distribution can be measured
at the LHC and the future Higgs factories, with the W boson decaying hadronically. Our
results then provide the high precision theoretical predictions to be compared with the
experimental data.

5 Summary and outlook

In this paper, we have studied a class of two-loop triangle integrals entering the O(ααs)
corrections to the HW+W− vertex. We have constructed a canonical basis consisting

– 10 –

α(mZ)

Gμ

H → Wlν
p
s (GeV) �LO (fb) ��NNLO (fb) tf (h) th (h) th/tf

250 7.88 0.010 0.45 8.60 ⇠ 19

350 30.6 0.040 0.51 9.02 ⇠ 18

500 74.8 0.101 0.52 9.24 ⇠ 18

Table 4: Results for the total cross sections at three center-of-mass energies evaluated

using FastGPL and handyG.
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Figure 2: The M⌫⌫̄ distribution at
p
s = 350 GeV (left) and 500 GeV (right).

Monte Carlo uncertainties are at the level of a few percents, and for better
accuracies one should increase the number of sample points. The compu-
tation is done using both FastGPL and handyG, and the results agree with
each other within the integration uncertainties. We also compute the LO
cross sections using FeynCalc [21] in Mathematica. The results are shown in
Table 4. It is perhaps unsurprising that FastGPL is approximately 20 times
faster, which demonstrates its power in practical applications.

We now proceed to study the di↵erential cross sections. Here we need
much more sample points for acceptable integration uncertainties. Hence we
will use FastGPL exclusively. The ⌫e⌫̄eH final state can actually come from
two subprocesses: ZH associated production with the Z boson decaying to
neutrinos, and the vector boson fusion channel studied in this section. An
e�cient way to disentangle the two subprocesses is to measure the invariant
mass M⌫⌫̄ of the two neutrinos, which can be done by measuring the mo-
menta of all visible particles and computing the missing energy. In the ZH

11

e+e− → νν̄H

Rather small corrections

Note: did not consider mixing with Z( → νν̄) + H

In the future: two-loop EW? Perhaps only some approximations…
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In all the above calculations one needs numeric evaluations 
of a large amount of GPLs

The algorithm has been well-known for many years
Gehrmann, Remiddi: hep-ph/0111255 
Vollinga, Weinzierl: hep-ph/0410259 
Ablinger, Blümlein, Schneider: 1302.0378

Program implementations:

GiNaC: works with arbitrary-precision numbers (slow), not optimized for 
double-precision floating point numbers Vollinga, Weinzierl: hep-ph/0410259

handyG: newer implementation using double-precision or quad-precision numbers, 
aimed for usage in Monte-Carlo Naterop, Signer, Ulrich: 1909.01656

For Monte-Carlo, one may generate a large grid and interpolate from it, but for 
high precision applications, the grid has to be dense enough (slow to generate)
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The algorithm is recursive: one transforms the target GPL to a sum of so-called “convergent” 
GPLs, which can be evaluated by series expansion

A problem of numerically recursive implementations: to evaluate a single GPL, sometimes a 
transformed GPL needs to be computed for many many times!

➤ Greatly slows down the computation speed

➤ May lose accuracy due to repeated floating-point cancellations

We have encountered such situations in the calculation of : in general handyG 
can evaluate a weight-4 GPL in far less than a second, but sometimes it takes several seconds

e+e− → νν̄H

The problem becomes much worse at higher weights: at three-loops one needs weight-6

only once. The above operations can be automatically implemented by the
mapConvergentCForm function in the ancillary files alongside the paper. As
the weight of GPLs increases, the number of cases to be discussed increases
exponentially, and therefore only GPLs up to weight-6 have been currently
implemented.

Avoiding the repeated evaluations of the same GPLs can lead to signifi-
cant performance gain in certain cases. Take

G(1.0025, 0.989, 0.45, 0.89+ 0.24i; 1)

as an example. In an iterative implementation of the algorithm, various
weight-3 and weight-4 GPLs need to be recursively evaluated for O(500000)
times. This significantly slows down the computation, and it takes handyG
about 2 seconds to evaluate the above GPL2. On the other hand, the eval-
uation time of FastGPL is less than 0.01 seconds. The non-iterative imple-
mentation of FastGPL also reduces the accuracy losses due to floating-point
arithmetics, and the resulting precision is usually better or at least com-
parative. Here and in the following, all benchmarks are performed using a
single core of an Intel Xeon E5-1680v3 CPU with the gcc 9.4 compiler under
Ubuntu Linux 18.04.

After transforming to convergent GPLs, they can then be computed using
the series representation (7). While this is a trivial exercise for a program
using unlimited precision numbers (such as GiNaC), it is a bit challenging for
a program using floating point numbers. The problem is that although the
terms in Eq. (7) gradually become smaller order-by-order, some of the powers
(aj�1/aj)ij may become very large at high orders. They could exceed the
maximal value that can be stored in a floating-point format (which is about
10308 for double-precision). One may truncate the series before that happens,
which however leads to a loss of accuracy. One may also use a floating-point
format with more bits which can represent numbers in a bigger range. Such
an option is provided in handyG, where 128-bit quad-precision numbers can
be used throughout. This however significantly slows down the computation,
which is certainly not desirable if one only needs the final results in double-
precision. FastGPL approaches this problem slightly di↵erently: it switches

2There is an undocumented compilation option (disabled by default) of handyG which
enables a cache system for convergent GPLs. This may slightly reduce the evaluation time
sometimes but does not work consistently. We therefore leave that option o↵ in our tests.

7

e.g.:



FastGPL
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A re-implementation of the algorithm: hybrid analytic/numeric

The reduction to convergent GPLs are (mostly) done 
in a Mathematica package (to be released)

Generate numeric codes automatically

The FastGPL library (up to weight-4 well-
tested, up to weight-6 implemented)

Aiming at fast evaluations using 
double-precision numbers

https://github.com/llyang/FastGPL

https://github.com/llyang/FastGPL
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tf (s) th (s) th/tf

G(1.0025, 0.989, 0.45, 0.89+ 0.24i; 1) 0.006 2.2 ⇠ 400

G(0.998, 1.0545+ 0.127i, 0.91+ 0.25i,�0.226; 1) 0.004 1.5 ⇠ 400

G(�1.04,�0.97, 0.25,�0.84+ 0.45i; 1) 0.004 1.1 ⇠ 300

Table 2: Average evaluation times of several GPLs which require many iterations.

0aBC 0abC 0abc 00aB 00ab

tf (ms) 0.22 0.25 0.20 0.08 0.05

th (ms) 3.1 5.8 4.5 1.3 0.80

th/tf ⇠ 14 ⇠ 23 ⇠ 23 ⇠ 17 ⇠ 16

ABCD abCD abcD abcd

tf (ms) 0.22 0.47 0.50 0.42

th (ms) 1.7 7.4 11.0 9.1

th/tf ⇠ 7.5 ⇠ 16 ⇠ 22 ⇠ 22

Table 3: Average evaluation times of a few categories of weight-4 GPLs.

iterations needed for a GPL depends crucially on the absolute values of the
non-zero indices {ai} compared to the argument x. Hence we classify weight-
4 GPLs into several categories accordingly, and investigate the typical time
required for their evaluations. We will use lowercase letters to label “small”
indices, i.e., |a| < |x|; and use uppercase letters to label “big” indices, i.e.,
|A| � |x|. For example, 0abC denotes a category of weight-4 GPLs with one
zero-index, two small indices and a big index. Note that the order of the
indices is irrelevant in this classification.

In Table 2, we first show several examples of GPLs that require many
iterations in the algorithm. The average evaluation times using FastGPL
and handyG are denoted as tf and th, respectively. Apparently these are
cases where FastGPL mostly benefits from the preprocessing of the iterative
algorithm, and the performance gain is quite impressive. This of course does
not represent the generic behaviors of the two programs. In Table 3 we show
the average evaluation times of a few categories of weight-4 GPLs, where
the indices are randomly sampled within each category. One can see that
FastGPL is typically faster by ⇠ 20 times in these situations.

To see more visually the speed advantage of our program, table 4 shows
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FastGPL is faster in general, and is 
much faster for special cases

Wang, LLY, Zhou: 2112.04122

Preliminary tests show that the speed-boost 
is much larger at weight-6

p
s (GeV) �LO (fb) ��NNLO (fb) tf (h) th (h) th/tf

250 7.88 0.010 0.45 8.60 ⇠ 19

350 30.6 0.040 0.51 9.02 ⇠ 18

500 74.8 0.101 0.52 9.24 ⇠ 18

Table 5: Results for the total cross sections at three center-of-mass energies evaluated
using FastGPL and handyG.

The expressions for all the master integrals in terms of GPLs can be found
in [25, 26]. We renormalize the fields and the masses in the on-shell scheme,
while the fine structure constant ↵ is defined in the Gµ scheme:

↵Gµ =

p
2

⇡
Gµm

2

W

✓
1�

m
2

W

m
2

Z

◆
. (9)

The standard model parameters are chosen as [27]: mt = 172.76 GeV, mH =
125.1 GeV, mZ = 91.1876 GeV, mW = 80.379 GeV, ↵s(mZ) = 0.1179 and
Gµ = 1.1663787⇥ 10�5 GeV�2. The default renormalization scale for ↵s is
chosen as the center-of-mass energy µ =

p
s.

With the above knowledge, we can readily compute the total and dif-
ferential cross sections by integrating over the phase-space. The two-loop
amplitude contains about 8000 GPLs, most of which are of weight 4. In a
Monte Carlo integrator, these GPLs need to be evaluated at randomly gener-
ated phase-space points. For the total cross section, we sample 10,000 points
using the VEGAS algorithm implemented in the library Cuba [28, 29] for each
of the center-of-mass energies

p
s = 250 GeV, 350 GeV and 500 GeV. The

Monte Carlo uncertainties are at the level of a few percents, and for better
accuracies one should increase the number of sample points. The compu-
tation is done using both FastGPL and handyG, and the results agree with
each other within the integration uncertainties. We also compute the LO
cross sections using FeynCalc [30] in Mathematica. The results are shown in
Table 5. It is perhaps unsurprising that FastGPL is approximately 20 times
faster, which demonstrates its power in practical applications.

We now proceed to study the di↵erential cross sections. Here we need
much more sample points for acceptable integration uncertainties. Hence we
will use FastGPL exclusively. The ⌫e⌫̄eH final state can actually come from
two subprocesses: ZH associated production with the Z boson decaying to
neutrinos, and the vector boson fusion channel studied in this section. An

11

e+e− → νν̄H

10000 sample phase-space points


several thousand GPLs per point
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Partial widths
➤ 


➤  in the limit of massless quarks


➤ ,  and partial 


➤ 


➤  with infinite 


➤  with  expansion


➤  three-loop form factor with full  dependence (hence also bottom loop)


➤  EW corrections

H → qq̄

𝒪(α4
s )

𝒪(α) 𝒪(ααs) 𝒪(α2)

H → gg

𝒪(α4
s ) mt

𝒪(α2
s ) 1/mt

𝒪(α2
s ) mt

𝒪(α)
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for a conservative estimate of the series expansion uncertainty, the N4LO result – without
1/mt corrections and light-quark mass effects – can be summarized as

ΓN4LO(H → gg) = Γ0

(
1.844 ± 0.011 series ± 0.045αs(MZ),1%

)
. (3.16)

The uncertainty due to the truncation of the perturbation series at N4LO is definitely much
smaller than the uncertainty due to that of αs(MZ) which may exceed the value of 1% quoted
by the Particle Data Group [55]; see ref. [54] for a recent deviating analysis.

We conclude our discussion of ΓH→ gg by re-expressing its perturbative expansion in
another renormalization scheme, the miniMOM scheme [42, 43]. The transformation from
MS to miniMOM and the beta function in this scheme have been derived at N4LO in ref. [44].

The decay width (3.12) in the OS scheme for the top mass can be readily transformed
by expressing αs in terms of αs,MM. For the Landau-gauge miniMOM scheme one finds

KMM
OS (nf =1) = 1 + 5.123905αs + 10.56499α 2

s − 7.47722α 3
s − 112.155α 4

s + . . . ,

KMM
OS (nf =3) = 1 + 4.734860αs + 7.406951α 2

s − 14.9763α 3
s − 91.2437α 4

s + . . . ,

KMM
OS (nf =5) = 1 + 4.345814αs + 4.379443α 2

s − 21.5506α 3
s − 71.9231α 4

s + . . . ,

KMM
OS (nf =7) = 1 + 3.956769αs + 1.482460α 2

s − 27.1850α 3
s − 53.7325α 4

s + . . . ,

KMM
OS (nf =9) = 1 + 3.567723αs − 1.283997α 2

s − 31.8645α 3
s − 36.2907α 4

s + . . . (3.17)

in terms of αs = αs,MM (here) at µ = MH for Mt = 173 GeV. The miniMOM version of the
nf = 5 OS-scheme expansion coefficients in eq. (3.12) is given by

γMM
1,OS = 4.345814− 1.220188LH ,

γMM
2,OS = 4.755361− 0.578375LtH − 8.443784LH + 1.116644L2

H ,

γMM
3,OS = −20.15349− 2.37892LtH + 0.352863L2

tH

− (15.98471− 1.41145LtH)LH + 10.75116L2
H − 0.908344L3

H ,

γMM
4,OS = − 72.28293− 0.47286LtH + 1.71919L2

tH − 0.215280L3
tH

+ (52.95134 + 7.82332LtH + 1.07640L2
tH)LH

+ (27.68353− 2.15280LtH)L
2
H − 11.29660L3

H + 0.692719L4
H (3.18)

The value of the strong coupling in this miniMOM scheme is larger than that in MS with
αs,MM(M 2

Z) = 1.0960αs(M 2
Z) for αs(M 2

Z) = 0.118 [44], or more generally for nf = 5:

αs,MM = αs + 0.67862α 2
s + 0.91231α 3

s + 1.5961α 4
s + 3.1629α 5

s +O(α 6
s ) . (3.19)

This is compensated by lower-order coefficients in eqs. (3.17) and (3.18) that are smaller
than their MS counterparts. The N3LO and N4LO terms for nf = 5 are not smaller, though.

The resulting perturbative expansion of ΓH→ gg in the Landau-gauge miniMOM scheme
is shown in fig. 4. The general pattern in miniMOM is somewhat different from that in MS
– qualitatively the curves appear shifted to the right. Yet the overall scale range for the
interval in µ displayed in the figure is very similar to (if slightly wider than) that in the
MS scheme and covered by eq. (3.16). Given this small uncertainty, further investigations of
‘optimized scale settings’, as performed at N3LO in ref. [45] are not warranted.

13

Herzog et al.: 1707.01044

Freitas (2021) and references therein

Czakon, Niggetiedt: 2001.03008
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Event shapes provide more information than the total rates

➤ Discrimination between quark and gluon final states


➤ Probing kinematic dependence of the  vertex

➤ New-physics enhanced light-quark Yukawa couplings?

Hgg

T = max
⃗n

∑i | ⃗n ⋅ ⃗p i |

∑i | ⃗p i |I’ll focus on one particular variable: thrust
τ = 1 − T
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Figure 8. Thrust distributions at LO, NLO and approximate NNLO.

Figure 9. The ratios of the integrated cross sections in the bin τ ∈ [0.1, 0.2] to their central values
at µ = mH , as a function of µ/mH .

the perturbative series starts to converge. We can therefore expect that the scale variations

of the NNLO results provide a relatively honest estimate of the perturbative uncertainties

due to missing higher order corrections.

To see more clearly the relative scale variations at each order, we show in figure 9 the

ratios of the integrated cross sections in the bin τ ∈ [0.1, 0.2] to their central values at µ =

– 11 –

Gao, Gong, Ju, LLY: 1901.02253

Large corrections, especially 
in the gluon channel; N3LO 
needed?

Soft-collinear approximation not 
valid for larger ; a full NNLO 
calculation required!

τ

Parton shower and/or resummation 
needed for smaller τ
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the perturbative series starts to converge. We can therefore expect that the scale variations

of the NNLO results provide a relatively honest estimate of the perturbative uncertainties

due to missing higher order corrections.

To see more clearly the relative scale variations at each order, we show in figure 9 the

ratios of the integrated cross sections in the bin τ ∈ [0.1, 0.2] to their central values at µ =

– 11 –

Gao, Gong, Ju, LLY: 1901.02253
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Figure 8: ⌧ distribution calculated at parton level matched with parton shower, and fur-

ther including hadronizations. The three plots are for the Higgs boson decaying into bottom

quarks, up quarks and gluons respectively. The colored band indicates the full perturbative

uncertainties by adding variations due to the merging scale, renormalization scale and shower

scale in quadrature. Predictions from PYTHIA8 at hadron level are also included for com-

parison. In each plot the upper panel shows the normalized distributions and the lower panel

shows ratios of di↵erent predictions.

peak region and shift the Sudakov peak to larger ⌧ values which are well known. In the tail

region of ⌧ where the distribution falls o↵ rapidly, the hadronization and decay of hadrons

tend to push the parton-level kinematics to larger ⌧ values and thus increase the distribution

significantly. In between the peak and tail region the hadronization corrections are at the level

of 1% for the quark channels and 5% for the gluon channel. The hadronization corrections

are almost the same for the decays into bottom quarks and into up quarks with corrections

to the former being slightly smaller due to the presence of the bottom quark mass. The size

of the perturbative uncertainties are not a↵ected by hadronization. They range between 10%

to 30% from the peak region to the tail region, and are even larger when ⌧ is to the left of

the peak region. It is interesting that the native hadron-level predictions from PYTHIA8

lie within our uncertainty bands for the full kinematic region considered and for all three

decay channels. However they show a harder spectrum in general comparing to our nominal

predictions.

In Fig. 9 we show similar results for distributions of the total hemisphere broadening

BT . The distribution peaks at a value of BT that is almost twice of the value of the ⌧

– 16 –

Hu, Sun, Shen, Gao: 2101.08916
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Figure 1: The normalised, resummed spectrum in ⌧ ⌘ T2/(2MH), corresponding to
eq. (2.5), at NLL0 and NNLL0. The left panel shows the process H ! bb̄, the right shows
H ! gg.

at large ⌧ . Indeed, in this region, the nonsingular contribution becomes sizeable and ex-
ponentiating the singular contribution is no longer the correct approach. The matching
of fixed-order calculations to resummation has long been established at the level of the
resummed observable: the most straightforward approach simply adds the results for the
resummed and fixed-order distributions in the ⌧ variable and then subtracts the expansion
of the resummed result up to the same order included in the fixed-order result. In this way
the calculation is free from doubly counted contributions up to the given perturbative order
and includes all the higher-order terms properly resummed.

While the approach just outlined works flawlessly for the ⌧ distribution we are resum-
ming, it is not directly applicable to the construction of a fully exclusive event generator.
In the next section, sec. 3, we show how this can be achieved by means of the Geneva

method, allowing us to perform the matching at the fully differential level.3

3 Implementation in the Geneva framework

3.1 Geneva in a nutshell

The Geneva framework allows the matching of a resummed to a fixed-order calculation and
thence to parton shower programs such as Pythia [51]. In so doing, it provides theoretical
predictions which are accurate over the whole phase space and which describe realistic
events of high multiplicity. These can then be hadronised and fed into the analysis routines
used by the experimental collaborations. The method for separating events into different
multiplicity bins and for performing the matching has already been described thoroughly

3
For the particular process at hand, there are no nontrivial distributions at leading-order, so, strictly

speaking, one could still perform the matching at the level of the ⌧ distribution and generate the other

variables needed to achieve a fully exclusive generator uniformly in the remaining phase space.

– 6 –

Large uncertainties in the gluon channel; N3LL or N3LL’ needed?
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hard, jet, soft functions hard, jet, soft anomalous 
dimensions

cusp anomalous 
dimension, beta function

NNLL’ 2-loop 2-loop 3-loop

N3LL 2-loop 3-loop 4-loop

N3LL’ 3-loop 3-loop 4-loop

available available

available except the non-logarithmic term of the 3-loop soft function
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The non-logarithmic term of the 3-loop soft function for quarks was extracted from 
the numeric result of EERAD3

4
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0)J

(2)
i,�1 , (15)

where �0 = 11
3 CA � 4

3 TF nf and �1 = 34
3 C

2
A � ( 203 CA +

4CF )TF nf with nf the number of active flavors. Our
result for the three-loop quark jet function perfectly re-
produces Eq. (15) for i = q. This provides another strong
cross check and at the same time represents the first di-
rect calculation of �q

2 , which up to now has been inferred
from RG consistency [16] using the three-loop results of

Refs. [57, 59]. For m = 0, 1, 2 the constants J (m)
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It is often convenient to work with the Laplace transform

J̃q(⌫, µ) =

Z 1

0
ds e�⌫s

Jq(s) , (17)

because the convolutions of Eq. (2) type turn in to simple
products in Laplace space. The Laplace space equivalents
to our Eqs. (14) and (15) can be read o↵ from Ref. [17].
The new three-loop constant related to Eq. (16) in their
notation is

c
J
3 = 25.06777873C3

F + 32.81169125CAC
2
F

� 0.7795843561C2
ACF � 31.65196210CACFnfTF

� 61.78995095C2
FnfTF + 28.49157341CFn

2
fT

2
F , (18)

where for the sake of brevity we have evaluated the exact
analytical result to ten valid digits for each color fac-
tor. The constant cJ3 equals the position space coe�cient
j3 a↵ecting the ↵s determinations in Refs. [18, 19, 21],

where until now j3 = 0± 3000 has been assumed. Evalu-
ating Eq. (18) for Nc = 3, TF = 1/2 and nf = 5 we have
j3 = �128.6512525.
In Ref. [60] the N3LO non-logarithmic constant of the

(normalized) thrust cumulant cross section in the singu-
lar limit was obtained from a fit to fixed-order data pro-
duced by the Monte Carlo program EERAD3 [61], albeit
with large numerical errors. With our new three-loop jet
function constant in Eq. (16) and the known three-loop
hard function [18] at hand we can use this result to ex-
tract a rough estimate for the unknown thrust (qq̄ chan-
nel) soft function constant at three loops. In Laplace (po-
sition) space and adopting the notation of Ref. [17] (cS3 )
and Ref. [18] (s3) we find (Nc = 3, TF = 1/2, nf = 5)

c
S
3 = 2s3 + 691 = �19988± 1440 (stat.)± 4000 (syst.) .

(19)

Summary. In this letter we have presented our calcula-
tion of the quark jet function Jq(s) at three loops. The
main result is the three-loop contribution to the �(s) coef-
ficient and given in Eq. (16). All other terms at this order
can be derived from RG consistency conditions in terms
of previous results, see Eq. (15). The new contribution
is a necessary ingredient to many N3LL0 resummed pro-
cesses with final state jets. It has e.g. a direct impact on
existing ↵s determinations from e

+
e
� event shapes. Our

calculation also represents the first step toward possible
applications of the N -jettiness IR slicing (or subtraction)
method at N3LO.
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With a Casimir scaling , the corresponding term for gluons

cS
3 ∼ − 45000

A rather large constant term, one might worry about convergence! 

Especially it multiplies  at the low scale αs(μs) μs ∼ τmH
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图 7.4 Hgg过程 thrust分布在 Laplace空间重求和结果以及其中的硬函数、软函数和喷注函
数、Wilson系数各自带来的理论误差。

之下变化很明显，且随着 ! 的减小而逐渐增大，峰值位置有少量改变。另外，理论误

差在 ! 的全部区域大幅增加，超过了 NNLL’的理论误差，破坏了 "!3" = 0时很好的高
阶收敛性。图(7.4)的第二行和第三行展示了理论误差的各个来源：硬标度的变化，软
和共线标度的变化，Wilson系数的标度变化，为了与第一行完整理论预言区分，这里
用蓝色表示 NNNLL’的结果。从第二行和第三行的第三张图可以看到，Wilson系数的
标度变化仅仅在 NLL’阶有少量贡献，在 NNLL’和 NNNLL’阶几乎不会带来理论误差，
此外也可以从这两张图更明显地看出 "!3" = 0时 NNNLL’和 NNLL’的中心值很好地符
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Preliminary result shows that the non-logarithmic term 
of the 3-loop soft function has a large impact!

We may want to know its precise value…



Thank you!


