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What’s In Common / Different ?
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Common Points

• Full Run-2 data

• Single-lepton triggers (except ττ)

• Search for rare processes 

 → Background suppression 

      using machine learning 

 → Background validation using data 

     in background-enriched regions

• Statistical uncertainties matter

Differences

• Final state

• Machine-learning classifier

• Background estimation techniques

• SM process (top+photon) vs. 

 BSM process (FCNC)

• Statistics vs. Systematics



4

Search for single-top+γ production



The Quest for Rare Top Processes
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• Tops mainly produced in pairs 

 

 

• Single top via EW production
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Figure 3. Two-dimensional 95% probability bounds on pairs of Wilson coe�cients, C�
'Q

and C't in the upper leftmost panel, CtW and CtZ in the upper rightmost panel, C3
'Q

and

CtW in the middle leftmost panel, CtW and C'tb in the middle rightmost panel, C3
'Q

and

C�
'Q

in the lower leftmost panel, and C'tb and C3
'Q

in the lower rightmost panel. Bounds

are presented for two-parameter fits to the most constraining measurements. The global

fit results, marginalising over all other Wilson coe�cients, are also shown (red area). All

these fits include ⇤�4 terms. Besides QCD production, in the case of tt̄W process, the

contribution of the electro-weak tt̄Wq production is also included.

plane, where the limits obtained from tZq and tq processes are complementary and

once they are combined a much stronger constraint is obtained.
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A Missing Piece
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• Single top + photon not observed, yet 

 

 

 

 

 

• Evidence by CMS with 36 fb-1

• Top+γ/Z probes electroweak vertex

ATLAS-CONF-2022-013  
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How Rare Is it?
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• tqγ sensitive to top EW coupling 

• Fiducial phase space at parton level:   pT(γ) > 20 GeV ,   |ηũ| < 2.5 ,   ΔR(γ, X) > 0.4

•                                             (NLO QCD, 4FNS, scale:                    )

• Ratio of “tqγ” and “t→ũνbγ” is ~ 4:1

ATLAS-CONF-2022-013  

the A14 tune [42], and E��G�� [43]. A fiducial phase space is defined at parton level, i.e. before
parton shower and hadronization: at least one isolated [44] photon with pT > 20 GeV, |⌘ | < 2.37 and
separation of �R > 0.4 from other final-state particles; and one charged lepton with |⌘ | < 2.5. With the
renormalization and factorization scales set to 1

2
Õ

i

q
m2
i + pT

2
i , summing over all final-state particles from

the matrix-element calculation, the fixed-order SM fiducial cross section times branching ratio is calculated
to be �tq� ⇥ B (t ! `⌫b) = 406 +25

�32 fb, where the uncertainties are from PDF and scale variations.

The t (! `⌫b�) q process is simulated via single-top-quark production in the t-channel using P����� [45]
in the four-flavour scheme at NLO with the NNPDF3.0 PDF set, interfaced to P����� 8 and M��S��� for
the semileptonic top-quark decay. Photon radiation in the decay is treated by the parton-shower simulation.
Particle-level objects are defined as prompt photons, prompt electrons and muons “dressed” by adding
close-by (�R < 0.1) photons, as well as particle-level anti-kt R = 0.4 jets. The jets are built from stable
particles (⌧ > 30 ps) and tau leptons, but exclude neutrinos and prompt dressed muons. They are b-tagged
using ghost-matched [46] B hadrons. In order to remove the overlap between the tq� and t (! `⌫b�) q
samples, events from the t (! `⌫b�) q sample are kept when the hypothesis of a radiative-decay photon
better approximates the true W-boson or top-quark mass, i.e. either the `⌫� or the `⌫b� invariant mass is
closer to the W-boson or top-quark mass than the `⌫ or `⌫b invariant mass.

A fiducial phase space is defined at particle level, close to the SR definitions, requiring one electron
or muon with pT > 25 GeV and |⌘ | < 2.5, at least one photon with pT > 20 GeV and |⌘ | < 2.37, at
least one b-jet with pT > 25 GeV and |⌘ | < 2.5 and at least one neutrino not from hadron decay. Jets
within �R < 0.4 of a lepton or a photon are removed, if the pT of charged particles within �R < 0.3 of
the photon is smaller than 10% of its pT. Events are removed where a photon is close (�R < 0.4) to a
lepton or a jet. The SM fiducial cross section at particle level times branching ratio is calculated to be
�tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 207 +26

�11 fb. The uncertainty includes PDF and scale variations as
well as uncertainties in the parton shower model, in the choice of the matrix-element generator and the
modeling of initial and final state radiation (ISR/FSR), as detailed below. The t (! `⌫b�) q process, where
the photon is radiated from one of the top-quark decay products, makes up ⇡ 20% of the events in the
fiducial region.

All background contributions are estimated using MC simulations, except for a small contribution with fake
leptons, i.e. other objects that are misidentified as electron or muon, which is estimated from data using the
matrix method based on loosened lepton criteria [47]. The background MC samples use the same setups as
in Ref. [24] and include the following production processes: tt̄� (NLO), tt̄ with radiative decay (t ! `⌫b�)
(leading order, LO), W�/Z�+jets (NLO/LO for up to one/three additional partons) [48–58], tt̄ [59–62],
single top quark [45, 63], W /Z+jets (NLO/LO for up to two/four additional partons) and diboson (NLO/LO
for up to one/three additional partons). The overlap between samples with photons generated in the matrix
element and photons from the parton shower is removed based on generator-level information, as in Ref. [64].
Several MC samples are normalized to calculations in higher orders in ↵S: next-to-next-to-leading order
(NNLO) plus next-to-next-to-leading-logarithm precision for tt̄ production [65–71], NNLO precision
for W+jets and Z+jets production [72] and single-top-quark production [73–75]. For tt̄ production with
t ! `⌫b� decay, a LO-to-NLO correction factor is determined as 1.67, based on an NLO calculation for
the full process [76] and subtracting the NLO prediction from M��G����5_�MC@NLO for the process
tt̄�.

The MC predictions for background processes with e ! � fakes, most notably dileptonic tt̄ events and
Z+jets events with Z ! e+e�, are corrected by comparing the e ! � probability in data and MC using
Z ! e+e� events. Events are selected where the invariant mass of either an e+e� pair or an e� pair is close
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Event Selection
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Event selection

• One central γ with pT > 20 GeV

• One central e/μ with pT > 27 GeV

• One b-tagged jet with pT > 25 GeV 

 + no additional jet with loose b-tag

• ETmiss > 30 GeV

• m(eγ) outside 80-100 GeV

• Forward jet (2.5 < |η| < 4.5) ?

ATLAS-CONF-2022-013  
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Background Estimates
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• e+e- and eγ events close to mZ

• Correct MC in bins of photon η 

 and separately for the different 

 γ → e+e- reconstruction types

ATLAS-CONF-2022-013  

Process 0fj SR ≥1fj SR Background Strategy

Signal 5% 10%

ttγ 29% 34% data control region with 1 tight + 1 loose b-tag

Wγ+jets 20% 12% data control region with 1 loose b-tag

e→γ fakes (mostly dileptonic tt) 24% 25% data-MC scale factors (Z→e+fake)

h→γ fakes (mostly lepton+jets tt) 7% 7% data-MC scale factors (ABCD)

Additional backgrounds with real γ 15% 12% MC + matrix method for lepton fakes

-

-

-

• Signal/control region selection 

 with reverted photon criteria

• In bins of η, two bins of photon pT 

 and for converted/unconverted γ
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Neural Network
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• NNs trained in SRs with 12/15 inputs based on final-state kinematics and b-tag properties

• Shapes of input variables well modeled in data

ATLAS-CONF-2022-013  
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Background Prediction
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• Profile-likelihood fit to SRs and CRs

• NN output in SRs and ttγ CR, total yield in Wγ CR

• ~21,000 / ~46,000 events in the SRs

ATLAS-CONF-2022-013  

ATLAS DRAFT

Auxiliary material487

Table 1: Expected post-fit event yields along with the observed event yields in the four analysis regions from the fit
for the parton-level measurement. The quoted uncertainties include the statistical and systematic uncertainties of the
event yields. Correlations of the nuisance parameters, as determined in the maximum-likelihood fit, related to the
uncertainties were taken into account.

� 1fj SR 0fj SR tt̄� CR W� CR

tq� 2390 ± 260 2480 ± 320 890 ± 120 1280 ± 150
t (! `⌫b�) q 360 ± 150 460 ± 240 120 ± 50 230 ± 110
tt̄� (production) 3100 ± 400 4800 ± 700 4300 ± 600 2720 ± 350
tt̄� (radiative decay) 3800 ± 600 9300 ± 1400 5700 ± 600 4300 ± 900
W�+jets 2500 ± 400 9300 ± 1300 1050 ± 190 31 900 ± 3000
Z�+jets 990 ± 310 2800 ± 800 440 ± 150 7900 ± 2400
e ! � fake photons 5200 ± 500 10 300 ± 800 4800 ± 400 5400 ± 500
h ! � fake photons 1100 ± 400 2700 ± 800 1300 ± 500 2500 ± 800
Other prompt � 1360 ± 350 2600 ± 900 1400 ± 400 4100 ± 500
Fake leptons 350 ± 170 900 ± 400 100 ± 50 3300 ± 1600

Total 21 250 ± 150 45 720 ± 240 20 180 ± 140 63 590 ± 310

Data 21 227 45 723 20 194 63 592

Inclusive yield
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Figure 3: Total event yield in the W� CR in data and the expected contribution of the signal and background processes
after the profile-likelihood fit. The hashed band includes the uncertainties on the SM prediction, including systematic
uncertainties.
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Uncertainties
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• Statistical uncertainty: 3.3% 

• Not a single culprit 

• Main systematics from background modelling

• ttγ and tt 

• Uncertainties from limited MC statistics

• A major challenge for tt production 

• Fake uncertainties are small in comparison

ATLAS-CONF-2022-013  

ATLAS DRAFT

Table 3: Impact of systematic uncertainties by category in the parton-level measurement. The impact of the individual
uncertainties is estimated from the posterior distribution as the e�ect of a 1� variation in its influencing nuisance
parameter. The impact of the di�erent uncertainties in each category is calculated with Gaussian error propagation,
taking into account correlations between uncertainties. All uncertainties are symmetrized. The photon uncertainties
include the electron and photon energy scale uncertainty. The additional background uncertainties include the
uncertainty in the tt̄ cross section as well as the cross-section and modelling uncertainties in the residual backgrounds.

Uncertainty ��/�
tt̄� modelling ±5.6%
Background MC statistics ±3.5%
tt̄ modelling ±3.4%
tq� MC statistics ±3.4%
t (! `⌫b�) q modelling ±1.9%
Additional background uncertainties ±1.9%
tq� modelling ±1.8%
t (! `⌫b�) q MC statistics ±0.3%

Lepton fakes ±2.2%
h ! � photon fakes ±2.2%
e ! � photon fakes ±0.6%

Luminosity ±2.2%
Pileup ±1.2%

Jets and Emiss
T ±4.0%

Photons ±2.5%
Leptons ±0.9%
b-tagging ±0.8%

Total systematic uncertainty ±10.9%

14th March 2022 – 20:21 16
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Observation

13

• tqγ production clearly visible on top of the background

• Significance: 9.1σ observed / 6.7σ expected

ATLAS-CONF-2022-013  
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Parton / Particle Level Cross Sections
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• Parton-level fiducial cross section → compare to fixed-order SM and EFT tqγ 

• ~40% higher than the prediction:

• Particle-level fiducial cross section → minimal extrapolation of tqγ and t→ũνbγ 

• ~equally high compared to prediction: 

• Compatibility: 2.5σ / 1.9σ at parton/particle level

ATLAS-CONF-2022-013  

sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%

�14%
and +18%

�16%, respectively.
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(c)

Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%

�14%
and +18%

�16%, respectively.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
outNN

0.9
0.95

1
1.05

 

Da
ta

 / 
Pr

ed
.

2000

4000

6000

8000

10000Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

0fj SR
Post-Fit

Data γtq
)qγbνl→t( γtt

 + jetsγW  + jetsγZ
γ → e γOther prompt 
γ → h Fake leptons

Uncertainty

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
outNN

0.9
0.95

1
1.05

 

Da
ta

 / 
Pr

ed
.

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

 1fj SR≥

Post-Fit

Data γtq
)qγbνl→t( γtt

 + jetsγW  + jetsγZ
γ → e γOther prompt 
γ → h Fake leptons

Uncertainty

(b)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
outNN

0.9
0.95

1
1.05

 

Da
ta

 / 
Pr

ed
.

1000

2000

3000

4000

5000

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

 CRγtt
Post-Fit

Data γtq
)qγbνl→t( γtt

 + jetsγW  + jetsγZ
γ → e γOther prompt 
γ → h Fake leptons

Uncertainty

(c)

Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.
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Observation of single-top-quark production in

association with a photon at the ATLAS detector

The ATLAS Collaboration

This note reports the observation of single top quarks produced together with a photon using
139 fb�1 of data collected with the ATLAS detector in 13 TeV proton–proton collisions at
the Large Hadron Collider. The analysis uses the presence of a forward jet, characteristic of
t-channel production, and separates the signal from the background with neural networks.
Requiring a photon with transverse momentum larger than 20 GeV and within the acceptance,
the fiducial cross section is measured to be 580 ± 19 (stat.) ± 63 (syst.) fb, compared to the
Standard Model prediction of 406 +25

�32 fb.
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the A14 tune [42], and E��G�� [43]. A fiducial phase space is defined at parton level, i.e. before
parton shower and hadronization: at least one isolated [44] photon with pT > 20 GeV, |⌘ | < 2.37 and
separation of �R > 0.4 from other final-state particles; and one charged lepton with |⌘ | < 2.5. With the
renormalization and factorization scales set to 1

2
Õ

i

q
m2
i + pT

2
i , summing over all final-state particles from

the matrix-element calculation, the fixed-order SM fiducial cross section times branching ratio is calculated
to be �tq� ⇥ B (t ! `⌫b) = 406 +25

�32 fb, where the uncertainties are from PDF and scale variations.

The t (! `⌫b�) q process is simulated via single-top-quark production in the t-channel using P����� [45]
in the four-flavour scheme at NLO with the NNPDF3.0 PDF set, interfaced to P����� 8 and M��S��� for
the semileptonic top-quark decay. Photon radiation in the decay is treated by the parton-shower simulation.
Particle-level objects are defined as prompt photons, prompt electrons and muons “dressed” by adding
close-by (�R < 0.1) photons, as well as particle-level anti-kt R = 0.4 jets. The jets are built from stable
particles (⌧ > 30 ps) and tau leptons, but exclude neutrinos and prompt dressed muons. They are b-tagged
using ghost-matched [46] B hadrons. In order to remove the overlap between the tq� and t (! `⌫b�) q
samples, events from the t (! `⌫b�) q sample are kept when the hypothesis of a radiative-decay photon
better approximates the true W-boson or top-quark mass, i.e. either the `⌫� or the `⌫b� invariant mass is
closer to the W-boson or top-quark mass than the `⌫ or `⌫b invariant mass.

A fiducial phase space is defined at particle level, close to the SR definitions, requiring one electron
or muon with pT > 25 GeV and |⌘ | < 2.5, at least one photon with pT > 20 GeV and |⌘ | < 2.37, at
least one b-jet with pT > 25 GeV and |⌘ | < 2.5 and at least one neutrino not from hadron decay. Jets
within �R < 0.4 of a lepton or a photon are removed, if the pT of charged particles within �R < 0.3 of
the photon is smaller than 10% of its pT. Events are removed where a photon is close (�R < 0.4) to a
lepton or a jet. The SM fiducial cross section at particle level times branching ratio is calculated to be
�tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 207 +26

�11 fb. The uncertainty includes PDF and scale variations as
well as uncertainties in the parton shower model, in the choice of the matrix-element generator and the
modeling of initial and final state radiation (ISR/FSR), as detailed below. The t (! `⌫b�) q process, where
the photon is radiated from one of the top-quark decay products, makes up ⇡ 20% of the events in the
fiducial region.

All background contributions are estimated using MC simulations, except for a small contribution with fake
leptons, i.e. other objects that are misidentified as electron or muon, which is estimated from data using the
matrix method based on loosened lepton criteria [47]. The background MC samples use the same setups as
in Ref. [24] and include the following production processes: tt̄� (NLO), tt̄ with radiative decay (t ! `⌫b�)
(leading order, LO), W�/Z�+jets (NLO/LO for up to one/three additional partons) [48–58], tt̄ [59–62],
single top quark [45, 63], W /Z+jets (NLO/LO for up to two/four additional partons) and diboson (NLO/LO
for up to one/three additional partons). The overlap between samples with photons generated in the matrix
element and photons from the parton shower is removed based on generator-level information, as in Ref. [64].
Several MC samples are normalized to calculations in higher orders in ↵S: next-to-next-to-leading order
(NNLO) plus next-to-next-to-leading-logarithm precision for tt̄ production [65–71], NNLO precision
for W+jets and Z+jets production [72] and single-top-quark production [73–75]. For tt̄ production with
t ! `⌫b� decay, a LO-to-NLO correction factor is determined as 1.67, based on an NLO calculation for
the full process [76] and subtracting the NLO prediction from M��G����5_�MC@NLO for the process
tt̄�.

The MC predictions for background processes with e ! � fakes, most notably dileptonic tt̄ events and
Z+jets events with Z ! e+e�, are corrected by comparing the e ! � probability in data and MC using
Z ! e+e� events. Events are selected where the invariant mass of either an e+e� pair or an e� pair is close
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• ~40% higher than the prediction:

• Particle-level fiducial cross section → minimal extrapolation of tqγ and t→ũνbγ 

• ~equally high compared to prediction: 

• Compatibility: 2.5σ / 1.9σ at parton/particle level
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sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%

�14%
and +18%

�16%, respectively.
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
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the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.
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31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement

6

sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
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profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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Observation of single-top-quark production in

association with a photon at the ATLAS detector

The ATLAS Collaboration

This note reports the observation of single top quarks produced together with a photon using
139 fb�1 of data collected with the ATLAS detector in 13 TeV proton–proton collisions at
the Large Hadron Collider. The analysis uses the presence of a forward jet, characteristic of
t-channel production, and separates the signal from the background with neural networks.
Requiring a photon with transverse momentum larger than 20 GeV and within the acceptance,
the fiducial cross section is measured to be 580 ± 19 (stat.) ± 63 (syst.) fb, compared to the
Standard Model prediction of 406 +25

�32 fb.
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the A14 tune [42], and E��G�� [43]. A fiducial phase space is defined at parton level, i.e. before
parton shower and hadronization: at least one isolated [44] photon with pT > 20 GeV, |⌘ | < 2.37 and
separation of �R > 0.4 from other final-state particles; and one charged lepton with |⌘ | < 2.5. With the
renormalization and factorization scales set to 1

2
Õ

i

q
m2
i + pT

2
i , summing over all final-state particles from

the matrix-element calculation, the fixed-order SM fiducial cross section times branching ratio is calculated
to be �tq� ⇥ B (t ! `⌫b) = 406 +25

�32 fb, where the uncertainties are from PDF and scale variations.

The t (! `⌫b�) q process is simulated via single-top-quark production in the t-channel using P����� [45]
in the four-flavour scheme at NLO with the NNPDF3.0 PDF set, interfaced to P����� 8 and M��S��� for
the semileptonic top-quark decay. Photon radiation in the decay is treated by the parton-shower simulation.
Particle-level objects are defined as prompt photons, prompt electrons and muons “dressed” by adding
close-by (�R < 0.1) photons, as well as particle-level anti-kt R = 0.4 jets. The jets are built from stable
particles (⌧ > 30 ps) and tau leptons, but exclude neutrinos and prompt dressed muons. They are b-tagged
using ghost-matched [46] B hadrons. In order to remove the overlap between the tq� and t (! `⌫b�) q
samples, events from the t (! `⌫b�) q sample are kept when the hypothesis of a radiative-decay photon
better approximates the true W-boson or top-quark mass, i.e. either the `⌫� or the `⌫b� invariant mass is
closer to the W-boson or top-quark mass than the `⌫ or `⌫b invariant mass.

A fiducial phase space is defined at particle level, close to the SR definitions, requiring one electron
or muon with pT > 25 GeV and |⌘ | < 2.5, at least one photon with pT > 20 GeV and |⌘ | < 2.37, at
least one b-jet with pT > 25 GeV and |⌘ | < 2.5 and at least one neutrino not from hadron decay. Jets
within �R < 0.4 of a lepton or a photon are removed, if the pT of charged particles within �R < 0.3 of
the photon is smaller than 10% of its pT. Events are removed where a photon is close (�R < 0.4) to a
lepton or a jet. The SM fiducial cross section at particle level times branching ratio is calculated to be
�tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 207 +26

�11 fb. The uncertainty includes PDF and scale variations as
well as uncertainties in the parton shower model, in the choice of the matrix-element generator and the
modeling of initial and final state radiation (ISR/FSR), as detailed below. The t (! `⌫b�) q process, where
the photon is radiated from one of the top-quark decay products, makes up ⇡ 20% of the events in the
fiducial region.

All background contributions are estimated using MC simulations, except for a small contribution with fake
leptons, i.e. other objects that are misidentified as electron or muon, which is estimated from data using the
matrix method based on loosened lepton criteria [47]. The background MC samples use the same setups as
in Ref. [24] and include the following production processes: tt̄� (NLO), tt̄ with radiative decay (t ! `⌫b�)
(leading order, LO), W�/Z�+jets (NLO/LO for up to one/three additional partons) [48–58], tt̄ [59–62],
single top quark [45, 63], W /Z+jets (NLO/LO for up to two/four additional partons) and diboson (NLO/LO
for up to one/three additional partons). The overlap between samples with photons generated in the matrix
element and photons from the parton shower is removed based on generator-level information, as in Ref. [64].
Several MC samples are normalized to calculations in higher orders in ↵S: next-to-next-to-leading order
(NNLO) plus next-to-next-to-leading-logarithm precision for tt̄ production [65–71], NNLO precision
for W+jets and Z+jets production [72] and single-top-quark production [73–75]. For tt̄ production with
t ! `⌫b� decay, a LO-to-NLO correction factor is determined as 1.67, based on an NLO calculation for
the full process [76] and subtracting the NLO prediction from M��G����5_�MC@NLO for the process
tt̄�.

The MC predictions for background processes with e ! � fakes, most notably dileptonic tt̄ events and
Z+jets events with Z ! e+e�, are corrected by comparing the e ! � probability in data and MC using
Z ! e+e� events. Events are selected where the invariant mass of either an e+e� pair or an e� pair is close

4

Figure 3. Two-dimensional 95% probability bounds on pairs of Wilson coe�cients, C�
'Q

and C't in the upper leftmost panel, CtW and CtZ in the upper rightmost panel, C3
'Q

and

CtW in the middle leftmost panel, CtW and C'tb in the middle rightmost panel, C3
'Q

and

C�
'Q

in the lower leftmost panel, and C'tb and C3
'Q

in the lower rightmost panel. Bounds

are presented for two-parameter fits to the most constraining measurements. The global

fit results, marginalising over all other Wilson coe�cients, are also shown (red area). All

these fits include ⇤�4 terms. Besides QCD production, in the case of tt̄W process, the

contribution of the electro-weak tt̄Wq production is also included.

plane, where the limits obtained from tZq and tq processes are complementary and

once they are combined a much stronger constraint is obtained.
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Parton / Particle Level Cross Sections
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• Parton-level fiducial cross section → compare to fixed-order SM and EFT tqγ 

• ~40% higher than the prediction:

• Particle-level fiducial cross section → minimal extrapolation of tqγ and t→ũνbγ 

• ~equally high compared to prediction: 

• Compatibility: 2.5σ / 1.9σ at parton/particle level
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sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%

�14%
and +18%

�16%, respectively.
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
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Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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Observation of single-top-quark production in

association with a photon at the ATLAS detector

The ATLAS Collaboration

This note reports the observation of single top quarks produced together with a photon using
139 fb�1 of data collected with the ATLAS detector in 13 TeV proton–proton collisions at
the Large Hadron Collider. The analysis uses the presence of a forward jet, characteristic of
t-channel production, and separates the signal from the background with neural networks.
Requiring a photon with transverse momentum larger than 20 GeV and within the acceptance,
the fiducial cross section is measured to be 580 ± 19 (stat.) ± 63 (syst.) fb, compared to the
Standard Model prediction of 406 +25

�32 fb.
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the A14 tune [42], and E��G�� [43]. A fiducial phase space is defined at parton level, i.e. before
parton shower and hadronization: at least one isolated [44] photon with pT > 20 GeV, |⌘ | < 2.37 and
separation of �R > 0.4 from other final-state particles; and one charged lepton with |⌘ | < 2.5. With the
renormalization and factorization scales set to 1

2
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i

q
m2
i + pT

2
i , summing over all final-state particles from

the matrix-element calculation, the fixed-order SM fiducial cross section times branching ratio is calculated
to be �tq� ⇥ B (t ! `⌫b) = 406 +25

�32 fb, where the uncertainties are from PDF and scale variations.

The t (! `⌫b�) q process is simulated via single-top-quark production in the t-channel using P����� [45]
in the four-flavour scheme at NLO with the NNPDF3.0 PDF set, interfaced to P����� 8 and M��S��� for
the semileptonic top-quark decay. Photon radiation in the decay is treated by the parton-shower simulation.
Particle-level objects are defined as prompt photons, prompt electrons and muons “dressed” by adding
close-by (�R < 0.1) photons, as well as particle-level anti-kt R = 0.4 jets. The jets are built from stable
particles (⌧ > 30 ps) and tau leptons, but exclude neutrinos and prompt dressed muons. They are b-tagged
using ghost-matched [46] B hadrons. In order to remove the overlap between the tq� and t (! `⌫b�) q
samples, events from the t (! `⌫b�) q sample are kept when the hypothesis of a radiative-decay photon
better approximates the true W-boson or top-quark mass, i.e. either the `⌫� or the `⌫b� invariant mass is
closer to the W-boson or top-quark mass than the `⌫ or `⌫b invariant mass.

A fiducial phase space is defined at particle level, close to the SR definitions, requiring one electron
or muon with pT > 25 GeV and |⌘ | < 2.5, at least one photon with pT > 20 GeV and |⌘ | < 2.37, at
least one b-jet with pT > 25 GeV and |⌘ | < 2.5 and at least one neutrino not from hadron decay. Jets
within �R < 0.4 of a lepton or a photon are removed, if the pT of charged particles within �R < 0.3 of
the photon is smaller than 10% of its pT. Events are removed where a photon is close (�R < 0.4) to a
lepton or a jet. The SM fiducial cross section at particle level times branching ratio is calculated to be
�tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 207 +26

�11 fb. The uncertainty includes PDF and scale variations as
well as uncertainties in the parton shower model, in the choice of the matrix-element generator and the
modeling of initial and final state radiation (ISR/FSR), as detailed below. The t (! `⌫b�) q process, where
the photon is radiated from one of the top-quark decay products, makes up ⇡ 20% of the events in the
fiducial region.

All background contributions are estimated using MC simulations, except for a small contribution with fake
leptons, i.e. other objects that are misidentified as electron or muon, which is estimated from data using the
matrix method based on loosened lepton criteria [47]. The background MC samples use the same setups as
in Ref. [24] and include the following production processes: tt̄� (NLO), tt̄ with radiative decay (t ! `⌫b�)
(leading order, LO), W�/Z�+jets (NLO/LO for up to one/three additional partons) [48–58], tt̄ [59–62],
single top quark [45, 63], W /Z+jets (NLO/LO for up to two/four additional partons) and diboson (NLO/LO
for up to one/three additional partons). The overlap between samples with photons generated in the matrix
element and photons from the parton shower is removed based on generator-level information, as in Ref. [64].
Several MC samples are normalized to calculations in higher orders in ↵S: next-to-next-to-leading order
(NNLO) plus next-to-next-to-leading-logarithm precision for tt̄ production [65–71], NNLO precision
for W+jets and Z+jets production [72] and single-top-quark production [73–75]. For tt̄ production with
t ! `⌫b� decay, a LO-to-NLO correction factor is determined as 1.67, based on an NLO calculation for
the full process [76] and subtracting the NLO prediction from M��G����5_�MC@NLO for the process
tt̄�.

The MC predictions for background processes with e ! � fakes, most notably dileptonic tt̄ events and
Z+jets events with Z ! e+e�, are corrected by comparing the e ! � probability in data and MC using
Z ! e+e� events. Events are selected where the invariant mass of either an e+e� pair or an e� pair is close

4

Figure 3. Two-dimensional 95% probability bounds on pairs of Wilson coe�cients, C�
'Q

and C't in the upper leftmost panel, CtW and CtZ in the upper rightmost panel, C3
'Q

and

CtW in the middle leftmost panel, CtW and C'tb in the middle rightmost panel, C3
'Q

and

C�
'Q

in the lower leftmost panel, and C'tb and C3
'Q

in the lower rightmost panel. Bounds

are presented for two-parameter fits to the most constraining measurements. The global

fit results, marginalising over all other Wilson coe�cients, are also shown (red area). All

these fits include ⇤�4 terms. Besides QCD production, in the case of tt̄W process, the

contribution of the electro-weak tt̄Wq production is also included.

plane, where the limits obtained from tZq and tq processes are complementary and

once they are combined a much stronger constraint is obtained.

– 10 –

V. Miralles, Preliminary

this analysis
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Parton / Particle Level Cross Sections
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• Parton-level fiducial cross section → compare to fixed-order SM and EFT tqγ 

• ~40% higher than the prediction:

• Particle-level fiducial cross section → minimal extrapolation of tqγ and t→ũνbγ 

• ~equally high compared to prediction: 

• Compatibility: 2.5σ / 1.9σ at parton/particle level

ATLAS-CONF-2022-013  

sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%

�14%
and +18%

�16%, respectively.
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
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In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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sample is compared to a sample with the value of the hdamp parameter, which controls the pT of the first
gluon emission in the P����� generator, increased from 1.5 mtop to 3 mtop [90]. The uncertainty in the
modelling of ISR/FSR is estimated by systematic variations in the A14 tune [42] in the signal, the tt̄�
and the tt̄ samples. In addition, an uncertainty in the t (! `⌫b�) q sample is estimated by comparing the
nominal sample to a LO sample with the decay t (! `⌫b�) q simulated directly in the hard process with
M��G����5_�MC@NLO, NNPDF2.3 and P����� 8.

Neural networks (NN) are trained based on the signal and background predictions in the two SRs in order
to separate the signal from the background. Keras [91] with TensorFlow [92] backend is used with binary
cross-entropy as loss function. In the 0fj and �1fj SRs, 12 and 15 input variables are used, respectively,
which comprise the pT, ⌘ and � of the photon, the lepton, and the highest-pT b- and forward jets, kinematic
combinations of these objects and with the Emiss

T (scalar pT sum, invariant masses and transverse masses),
as well as the b-tagging properties of the b-jet [30]. The input variable with the largest separation is the
reconstructed top-quark mass in both SRs. The NN output nodes use the sigmoid function as activation.

In order to test for the presence of tq� production and to extract the measured signal cross sections, a
profile-likelihood fit using asymptotic formulae [93] is performed simultaneously in the SRs and CRs with
systematic uncertainties treated as nuisance parameters. The uncertainty due to the limited number of MC
events is included [94]. In the 0fj (� 1fj) SRs, the 0fj (� 1fj) NN output distributions are used in the fit. In
the tt̄� CR, the 0fj (� 1fj) NN output is used for events with no (at least one) forward jet, and the inclusive
event yield is used in the W� CR. The tt̄� and W�+jets normalizations are free parameters of the fit. The
result of the fit is shown in Fig. 2. The data are inconsistent with the prediction obtained for the sum of all
background processes. The observed (expected) significance of the tq� signal is 9.1� (6.7�). The fitted
tt̄� and W�+jets normalizations are consistent with the nominal prediction within the uncertainties of +15%
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Figure 2: Distributions of the NN outputs in (a) the 0fj SR, (b) the �1fj SR and (c) the tt̄� CR in data and the expected
contribution of the signal and background processes after the profile-likelihood fit. The hashed band includes the
uncertainties in the SM prediction, including systematic uncertainties.

The measured fiducial parton-level cross section is �tq� ⇥ B (t ! `⌫b) = 580 ± 19 (stat.) ± 63 (syst.) fb.
The measured fiducial particle-level cross section is �tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 287 ± 8 (stat.) ±
31(syst.) fb. The main sources of systematic uncertainties in the parton-level (particle-level) measurement
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Observation of single-top-quark production in

association with a photon at the ATLAS detector

The ATLAS Collaboration

This note reports the observation of single top quarks produced together with a photon using
139 fb�1 of data collected with the ATLAS detector in 13 TeV proton–proton collisions at
the Large Hadron Collider. The analysis uses the presence of a forward jet, characteristic of
t-channel production, and separates the signal from the background with neural networks.
Requiring a photon with transverse momentum larger than 20 GeV and within the acceptance,
the fiducial cross section is measured to be 580 ± 19 (stat.) ± 63 (syst.) fb, compared to the
Standard Model prediction of 406 +25

�32 fb.

© 2022 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

the A14 tune [42], and E��G�� [43]. A fiducial phase space is defined at parton level, i.e. before
parton shower and hadronization: at least one isolated [44] photon with pT > 20 GeV, |⌘ | < 2.37 and
separation of �R > 0.4 from other final-state particles; and one charged lepton with |⌘ | < 2.5. With the
renormalization and factorization scales set to 1

2
Õ

i

q
m2
i + pT

2
i , summing over all final-state particles from

the matrix-element calculation, the fixed-order SM fiducial cross section times branching ratio is calculated
to be �tq� ⇥ B (t ! `⌫b) = 406 +25

�32 fb, where the uncertainties are from PDF and scale variations.

The t (! `⌫b�) q process is simulated via single-top-quark production in the t-channel using P����� [45]
in the four-flavour scheme at NLO with the NNPDF3.0 PDF set, interfaced to P����� 8 and M��S��� for
the semileptonic top-quark decay. Photon radiation in the decay is treated by the parton-shower simulation.
Particle-level objects are defined as prompt photons, prompt electrons and muons “dressed” by adding
close-by (�R < 0.1) photons, as well as particle-level anti-kt R = 0.4 jets. The jets are built from stable
particles (⌧ > 30 ps) and tau leptons, but exclude neutrinos and prompt dressed muons. They are b-tagged
using ghost-matched [46] B hadrons. In order to remove the overlap between the tq� and t (! `⌫b�) q
samples, events from the t (! `⌫b�) q sample are kept when the hypothesis of a radiative-decay photon
better approximates the true W-boson or top-quark mass, i.e. either the `⌫� or the `⌫b� invariant mass is
closer to the W-boson or top-quark mass than the `⌫ or `⌫b invariant mass.

A fiducial phase space is defined at particle level, close to the SR definitions, requiring one electron
or muon with pT > 25 GeV and |⌘ | < 2.5, at least one photon with pT > 20 GeV and |⌘ | < 2.37, at
least one b-jet with pT > 25 GeV and |⌘ | < 2.5 and at least one neutrino not from hadron decay. Jets
within �R < 0.4 of a lepton or a photon are removed, if the pT of charged particles within �R < 0.3 of
the photon is smaller than 10% of its pT. Events are removed where a photon is close (�R < 0.4) to a
lepton or a jet. The SM fiducial cross section at particle level times branching ratio is calculated to be
�tq� ⇥ B (t ! `⌫b) + �t(!`⌫b�)q = 207 +26

�11 fb. The uncertainty includes PDF and scale variations as
well as uncertainties in the parton shower model, in the choice of the matrix-element generator and the
modeling of initial and final state radiation (ISR/FSR), as detailed below. The t (! `⌫b�) q process, where
the photon is radiated from one of the top-quark decay products, makes up ⇡ 20% of the events in the
fiducial region.

All background contributions are estimated using MC simulations, except for a small contribution with fake
leptons, i.e. other objects that are misidentified as electron or muon, which is estimated from data using the
matrix method based on loosened lepton criteria [47]. The background MC samples use the same setups as
in Ref. [24] and include the following production processes: tt̄� (NLO), tt̄ with radiative decay (t ! `⌫b�)
(leading order, LO), W�/Z�+jets (NLO/LO for up to one/three additional partons) [48–58], tt̄ [59–62],
single top quark [45, 63], W /Z+jets (NLO/LO for up to two/four additional partons) and diboson (NLO/LO
for up to one/three additional partons). The overlap between samples with photons generated in the matrix
element and photons from the parton shower is removed based on generator-level information, as in Ref. [64].
Several MC samples are normalized to calculations in higher orders in ↵S: next-to-next-to-leading order
(NNLO) plus next-to-next-to-leading-logarithm precision for tt̄ production [65–71], NNLO precision
for W+jets and Z+jets production [72] and single-top-quark production [73–75]. For tt̄ production with
t ! `⌫b� decay, a LO-to-NLO correction factor is determined as 1.67, based on an NLO calculation for
the full process [76] and subtracting the NLO prediction from M��G����5_�MC@NLO for the process
tt̄�.

The MC predictions for background processes with e ! � fakes, most notably dileptonic tt̄ events and
Z+jets events with Z ! e+e�, are corrected by comparing the e ! � probability in data and MC using
Z ! e+e� events. Events are selected where the invariant mass of either an e+e� pair or an e� pair is close

4
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News on top-quark FCNC



Top Quark FCNCs

16

• FCNC in the SM only at loop level

• Highly suppressed due to GIM 

 

 

 

 

• BR also suppressed by large Γ(t→Wb)

• Mild constraints from flavour/EW precision (e.g. BR(t→cH) < 5-7 x 10-4 from D mixing) 

                                                                        BR(t→cH) < 2 x 10-3 from Z→cc)

• Any observation of top FCNC = BSM physics !

t u,c

γ,Z

hep-ph/0409342 SM BR (u) SM BR (c)

t → γ + u/c 4 x 10-16 5 x 10-14

t → Z + u/c 8 x 10-17 1 x 10-14

t → H + u/c 2 x 10-17 3 x 10-15

t → g + u/c 4 x 10-14 5 x 10-12

t u,c

γ,Z

d,s,b

W W

H. Hesari et al., 1508.07579 
-

https://arxiv.org/abs/hep-ph/0409342
https://arxiv.org/abs/1508.07579


Top FCNCs in BSM Theories

17

• Top FCNC searches = searches for a highly suppressed experimental signature

• Comprehensive survey of enhancements in BSM theories done in

• Models that break 3x3 CKM unitarity (quark singlet)

• Models with flavour-changing charged bosons (2HDM)

• Models with baryon number violation (RPV SUSY)

• …

• A couple examples of post-Higgs-discovery works:

• MSSM + B-L symmetry

• Extended mirror fermion model

• Composite Higgs

J. A. Aguilar-Saavedra, hep-ph/0409342

FIG. 2. Feynman diagrams for t → cV (V = Z, γ, g for quarks and squarks; V = Z, γ for

leptons and sleptons) induced by B-violating couplings. The blobs denote B-violating vertex.

neglect the masses of charged leptons, down-type quarks, and the charm quark. The decay
rates increase with the relevant λ′ or λ′′ couplings and decrease with the increase of the
sparticle mass.

We note that there are two mass eigenstates for each flavor squark and slepton, and
the non-zero off-diagonal terms in the sfermion mass matrix will induce the mass splitting
between the two mass eigenstates [23]. Since the off-diagonal terms in the mass matrix are
proportional to the mass of the corresponding fermion [23], the off-diagonal terms in the
mass matrix of the down-type squark and the slepton are relatively small. For simplicity, we
assumed all the down-type squark masses to be degenerate, so are the mass of the sleptons.
As we shall discuss later, these technical assumptions do not affect our results.

L-violating Couplings: To calculate the bounds of the Br(t → cV ) in the presence
of the "L terms, we use the following limits on the "L couplings (obtained for the squark
mass of 100 GeV): |λ′

kij| < 0.012 (k, j = 1, 2, 3; i = 2) [16], |λ′
13j | < 0.16 (j = 1, 2)

[18], |λ′
133| < 0.001 [15], |λ′

23j | < 0.16 (j = 1, 2, 3) and |λ′
33j| < 0.26 (j = 1, 2, 3)

[19]. There are also the following constraints on the products of the λ′ couplings [17][18]:
λ′
13iλ

′
12i, λ′

23jλ
′
22j < 1.1 × 10−3 (i = 1, 2; j = 1, 2, 3), λ′

in2λ
′
jn1 < 10−5 (i, j, n = 1, 2, 3), and

λ′
121λ

′
222, λ′

122λ
′
221, λ′

131λ
′
232, λ′

132λ
′
231 < 10−7.

Using the upper limits of the relevant "L couplings and taking the lower limit of 45 GeV
for slepton mass, we find the maximum values of the branching fractions to be

Br(t → cZ) ≤ 10−9, Br(t → cγ) ≤ 10−10, Br(t → cg) ≤ 10−8. (19)

If we consider the mass splitting between sleptons, these upper limits on the branching
fractions still persist. Thus we conclude that the contributions of the "L couplings to t → cV
are too small to be of interest.

5

J. M. Yang et al., hep-ph/9705341

J.-L. Yang et al., 1806.01476 

P. Q. Hung et al., 1709.01690 
A. Azatov et al., 1408.4525 

BR(cg) ~10-6,  BR(cγ) ~10-7,  BR(cZ) ~10-7

BR(cZ) ~10-6-10-8,  BR(cγ) ~10-7-10-9

BR(cZ) ~10-5  and similar for BR(cH)

https://arxiv.org/abs/hep-ph/0409342
https://arxiv.org/abs/hep-ph/9705341
https://arxiv.org/abs/1806.01476
https://arxiv.org/abs/1709.01690
https://arxiv.org/abs/1408.4525
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• FCNC vertex → FCNC top decay in tt — characterized by BR(t→q+boson)

                       → FCNC single-top production — characterized by σt+boson 

 

 

 

 

• EFT Wilson coefficients link BR and σ
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Boson Best Limit on the BR (95% CL)

γ ATLAS 81 fb-1, focus on σt+boson ~0.3 x 10-4 (up) ~2 x 10-4 (charm)

Z ATLAS 36 fb-1, focus on BR ~2 x 10-4 (up) ~2 x 10-4 (charm)

Higgs CMS 137 fb-1, H→γγ ~2 x 10-4 (up) ~7 x 10-4 (charm)

gluon CMS Run-1, top+jet production ~0.2 x 10-4 (up) ~4 x 10-4 (charm)
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• Optimize for FCNC production & decay

• Final state similar to SM tqγ process 

 → same basic selection without forward-jet split 

 → same techniques for background estimates 

      (ttγ & Wγ+jets CRs and fake estimates)
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• Deep NN (6 hidden layers)

• 37 input variables: 

 final-state kinematics, photon conversion

• 3 output nodes with values: 

  

• Signal outputs combined in ‘likelihood ratio’ 

• Separate networks for up & charm

• Multiclass approach ~30% better than 

 optimized binary classifier

FCNC γ — Multiclass Neural Network ATLAS-CONF-2022-003  

the photon identification and isolation variables. The main processes contributing via the h ! � fakes in
the analysis regions are tt̄ with about 80% and single-top with about 10%.

7 Neural network for discrimination between signal and background

The signal is distinguished from the sum of the background processes by a fully connected feed-forward
NN with backpropagation, implemented in Keras [86] with the TensorFlow [87] back end. Separate NNs
are trained for FCNC processes with a tu� or a tc� vertex, reflecting the di�erences stemming mainly
from the di�erent PDFs involved in the production mode. Di�erences between the LH and RH couplings
were found to impact mostly the acceptance of the event selection, while no significant impact on the
performance of the network was found. Thus, the LH and RH couplings are not separated in the network.

Out of 44 input variables considered, 37 are used as the input to the NN: these were selected by removing
the input variables with negligible impact on the separation power of the final discriminant. The tested
input variables include the pT, ⌘ and sinus of the angle � of the charged leptons, photons, b-tagged jets
and the two leading non-b-tagged jets, Emiss

T , sinus of its direction �Emiss
T

component and the photon
conversion status. High level variables, such as invariant masses and angular distances between the objects,
jet multiplicities and the b-tagging information, are also included. All variables are transformed using
�cikit-learn’s [88] StandardScaler.

The NN consists of six hidden layers with 512, 256, 128, 64, 32, 16 nodes, respectively. The network
architecture was optimised to provide the best separation of the FCNC signals and the SM background. The
output of the NN consists of three nodes representing the three classes: the FCNC production signal, the
FCNC decay signal and the SM background. The softmax function, fi(x) = exp(xi )Õ3

j=1 exp(x j )
, in three dimensions

for the i-th class is used for the activation of the output nodes. Consequently, the target vector of the NN in
the training is (1, 0, 0)> for FCNC production mode events, (0, 1, 0)> for the decay mode, and (0, 0, 1)> for
all background processes. The output of the multiclass discriminator is illustrated in Figure 3, showing
good separation between the three output classes. The strongest separation is achieved between the FCNC
production and the SM background class.

The NN is trained with the Adam optimiser [89]. From the three-dimensional NN output, a one-dimensional
discriminant, D, is formed using

D = ln
a · yprod + (1 � a) · ydec

ybkg
, (2)

where yprod(dec) represents the NN output for the FCNC production (decay) class and ybkg represents the
NN output for the SM background class. The discriminant D is inspired by the log-likelihood ratio with an
optimisable parameter a 2 (0, 1) that changes the relative contribution of the NN outputs for the signal
modes to the discriminant. The discriminant is in the range (�1,+1). The optimal value for the parameter
a has been found to be 0.3 for the tu� NN, and 0.2 for the tc� NN, reflecting the smaller contribution of
the production mode in the case of charm-quark-initiated FCNC t� production. The multiclass NN has
been found to outperform a simpler binary NN that discriminates only between the FCNC signal and the
SM background. The expected limit has been found to be up to 30% smaller in the case of the multiclass
neural network.

10

yprod ydec ybkg

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-003/
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• Profile-likelihood fit → Background model in agreement with the data 

FCNC γ — Data vs Prediction ATLAS-CONF-2022-003  
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• Limits at 95% CL

• on Wilson coefficients for dim-6 operators

• interpreted as BR limits 

• Statistical uncertainties dominate

• All systematics together worsen limits by 

~20% (tuγ) or ~40% (tcγ) 

• Factor 3.2 - 6.5 more sensitive than 81 fb-1 analysis

• Reason: adding events with more than one jet

arXiv:1908.08461 

FCNC γ — Results ATLAS-CONF-2022-003  
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• Event selection:

• Z → ũũ with ũ = e,μ

• 3 isolated ũ with pT > 27 / 15 / 15 GeV and mũũ ~ mZ

• 1 b-jet

• Target FCNC decay or production?

FCNC Z — Analysis Strategy
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SR1 SR2
• ≥1 additional jet

• Reconstruct FCNC and 

 SM decays

• mT(ũǍ) > 40 GeV

• Reconstruct SM decay

• 0 or 1 additional jets (then veto SR1 events)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2021-049/
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FCNC Z — Event Reconstruction and BDTs
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• χ2 minimization to

• select light jet ja 

 (only for FCNC decay)

• fit pz(ν)

• SR1:

• SR2:

• Train BDTs for:

• SR1 (FCNC decay)

• SR2 (production via up)

• SR2 (production/decay 

        with charm)

ATLAS-CONF-2021-049 

5 Event reconstruction and selection

The analysis searches for FCNC tZq couplings both in tt decay and in single top-quark production processes.
In the first process, one of the top quarks decays through the dominant mode into a W boson and a b-quark
(called in the following ‘SM top quark’, denoted by tSM), while the other top quark (called in the following
‘FCNC top quark’, denoted by tFCNC) decays into a Z boson and a q-quark (q = u, c). In the second
process, the production of a single top quark proceeds through an FCNC interaction in association with
a Z boson, while its decay is through the dominant mode. For both channels, only the trileptonic final
state is selected, in which the Z boson decays into charged leptons and the W boson from the SM top
quark decays leptonically. The final states where either the Z or the W bosons decay hadronically are not
considered because of the larger backgrounds. Therefore, the final state of the FCNC process in tt decays
is characterized by the presence of three leptons, at least two jets of which exactly one is b-tagged, and
missing transverse momentum from the escaping neutrino. The final state of the FCNC process in single
top-quark production is instead characterized by the presence of three leptons, a b-tagged jet, one possible
additional jet, and missing transverse momentum. Due to the di�erent final states, two separate signal
regions (SRs) are defined, targeting the two processes: SR1 targets FCNC processes in tt decays while SR2
targets FCNC processes in single top-quark production. The SRs share common selections for the leptons
and they di�er in the top-quark reconstruction and the jet multiplicity requirements.

In both SRs, exactly three leptons (electrons or muons) that do not all have the same charge are required.
One of the leptons must have pT > 27 GeV, because of the trigger thresholds, and must be matched, with
�R < 0.15, to the lepton reconstructed by the trigger. Events with a fourth lepton with pT > 15 GeV are
vetoed. At least one opposite-sign same-flavor lepton pair (OSSF) with an invariant mass in the range
|m`` � 91.2 GeV| < 15 GeV is required. In the µee and eµµ channels the pair is uniquely identified,
whereas in the eee and µµµ channels both of the possible combinations are considered and the pair with
the invariant mass closer to the Z-boson mass is chosen. The lepton not used to reconstruct the Z boson is
assumed to be the one coming from the W boson, `W . In SR2, to help reject background sources with a
third non-prompt lepton, events are required to have mT(`W, ⌫) > 40 GeV. 5

In SR1, events with at least two jets of which exactly one is b-tagged are selected. In SR2, events with one
or two jets of which exactly one is b-tagged are selected. For events with exactly two jets, orthogonality
between SR1 and SR2 is ensured by using an invariant mass cut on reconstructed top quark candidates.

In the events having at least two jets with one of them being b-tagged, two top-quark (the FCNC and the
SM top) candidates are reconstructed based on the FCNC-in-tt-decay signal hypothesis. The kinematics of
the top-quark candidates can be reconstructed from the corresponding decay particles by minimising the
following expression:

�2
tt =

⇣
mreco

ja``
� m

tFCNC

⌘2

�2
tFCNC

+

⇣
mreco

jb`W⌫ � m
tSM

⌘2

�2
tSM

+

⇣
mreco
`W⌫ � mW

⌘2

�2
W

, (2)

where mreco
ja``

, mreco
jb`W⌫ , and mreco

`W⌫ are the reconstructed masses of the qZ, bW , and `W⌫ systems, respectively.
The minimization has two steps, the first being the jet permutation, where any non b-tagged jet can be

5 The transverse mass is calculated using the momentum of the lepton associated with the W boson, the Emiss
T and the azimuthal

angle, �, between them: mT(`W , ⌫)=
q

2p`TEmiss
T (1 � cos��).

9

under the FCNC-in-tt-decay signal hypothesis. In this case, the fraction of a correct assignment between
the reconstructed top quark and the true simulated particle is ✏

tSM
= 71%.

In SR1, the mass of the FCNC top-quark candidate, mreco
ja``

, must be within 2�tFCNC
from 172.5 GeV, while

no requirement on the mass of the SM top-quark candidate, mreco
jb`W⌫ , is applied. In SR2, the mass of the SM

top-quark candidate must be within 2�tSM
from 172.5 GeV. In addition, to ensure orthogonality with SR1,

for events with exactly two jets the mass of the FCNC top-quark candidate is required to be outside 2�tFCNC
from 172.5 GeV.

Table 2 summarizes the selection criteria applied across the signal regions considered.

Table 2: Overview of the requirements applied for selecting events in the signal regions. OSSF is an opposite-sign
same-flavor lepton pair. mZ = 91.2 GeV and mt = 172.5 GeV.

Common selections

Exactly 3 leptons with pT(`1) > 27 GeV
� 1 OSSF pair, with |m`` � mZ | < 15 GeV

SR1 SR2

� 2 jets 1 jet 2 jets
1 b-jet 1 b-jet 1 b-jet

– mT(`W, ⌫)> 40 GeV mT(`W, ⌫)> 40 GeV
|mreco

ja``
� mt | < 2�tFCNC

– |mreco
ja``

� mt | > 2�tFCNC
– |mreco

jb`W⌫ � mt | < 2�tSM
|mreco

jb`W⌫ � mt | < 2�tSM

Figure 2 shows the distributions of the mass of the two top-quark candidates in SR1, and the mass of the
top-quark candidate and the pT of the reconstructed Z boson in SR2. These kinematic distributions are
some of the key features to distinguish the signal from the backgrounds and they will be utilized in the
multivariate analysis described in Section 6. In SR1, the dominant signal is the FCNC-in-tt-decay events
(shown with solid lines in Figure 2 separately for the tZu and tZc couplings), while the FCNC-in-single-
top-quark-production contribution (shown with dashed lines) is smaller. SR2 instead is more sensitive to
the FCNC tZu in single top-quark production signal, with similar smaller contributions from the other
three signals. After the event selection the main background sources are represented by ttZ, tZ and diboson
events.
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• tt CR without Z candidate

• ttZ CR with 2 b-jets and ≥2 extra jets

• SR sidebands in reconstructed masses

FCNC Z — Background Control and Validation ATLAS-CONF-2021-049 

Table 5: Predicted and observed yields in the two SRs considered in the fit. The signal and background predictions are
shown after the fit to data for the FCNC tZu LH coupling extraction. The quoted uncertainties include the statistical
and systematic uncertainties of the yields, computed taking into account correlations among nuisance parameters and
among processes. For the backgrounds with a non-prompt or fake lepton, the contribution from tt + tW is shown
separately from ‘Other fakes’. For the minor backgrounds, the contribution from ttW and ttH are shown separately
from ‘Other bkg.’.

SR1 SR2
(D1 > -0.6) (Du

2 > -0.7 or Dc

2 > -0.4)

ttZ + tWZ 137 ± 12 36 ± 6
VV + LF 18 ± 7 24 ± 8
VV + HF 114 ± 19 162 ± 26
tZ 46 ± 7 108 ± 18
tt + tW fakes 14 ± 4 27 ± 8
Other fakes 7 ± 8 5 ± 6
ttW 4.2 ± 2.1 3.1 ± 1.6
ttH 4.8 ± 0.7 0.89 ± 0.17
Other bkg. 2.0 ± 1.0 2.5 ± 2.9

FCNC (u)tZ 0.9 ± 1.7 4 ± 8
FCNC tt(uZ) 5 ± 9 0.8 ± 1.5

Total background 348 ± 15 369 ± 21

Data 345 380

Table 6: Predicted and observed yields in the four CRs considered in the fit. The signal and background predictions
are shown after the fit to data for the FCNC tZu LH coupling extraction. The quoted uncertainties include the
statistical and systematic uncertainties of the yields, computed taking into account correlations among nuisance
parameters and among processes. For the backgrounds with a non-prompt or fake lepton, the contribution from tt +
tW is shown separately from ‘Other fakes’. For the minor backgrounds, the contribution from ttW and ttH are shown
separately from ‘Other bkg.’.

Side-band CR1 Side-band CR2 ttZ CR tt CR

ttZ + tWZ 102 ± 14 8.2 ± 1.4 230 ± 18 15.4 ± 1.5
VV + LF 27 ± 11 12 ± 4 0.23 ± 0.19 0.38 ± 0.25
VV + HF 166 ± 25 64 ± 9 17 ± 8 2.9 ± 0.5
tZ 22 ± 4 6.8 ± 1.4 21 ± 5 0.96 ± 0.19
tt + tW fakes 9.3 ± 2.6 7.2 ± 2.1 4.0 ± 1.3 93 ± 19
Other fakes 2 ± 4 2.0 ± 2.8 0.15 ± 0.18 0.08 ± 0.09
ttW 4.5 ± 2.3 2.3 ± 1.2 3.0 ± 1.5 27 ± 13
ttH 2.6 ± 0.4 0.33 ± 0.07 7.5 ± 1.2 14.1 ± 2.2
Other bkg. 3.3 ± 2.5 0.8 ± 0.4 1.9 ± 0.9 3.2 ± 1.5

FCNC (u)tZ 0.4 ± 0.7 0.17 ± 0.33 0.09 ± 0.18 0.05 ± 0.10
FCNC tt(uZ) 0.14 ± 0.27 0.04 ± 0.07 0.11 ± 0.20 0.018 ± 0.035

Total background 338 ± 18 104 ± 8 284 ± 16 157 ± 13

Data 343 104 286 157

19
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• Systematics worsen limits by ~20% (tuZ) or ~25% (tcZ)

• BR(t→uZ) < 6.2/6.6 x 10-5  [LH/RH] 

 BR(t→cZ) < 13/12 x 10-5   [LH/RH]

ATLAS-CONF-2021-049 FCNC Z — Results
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• Sensitivity improved by 

 t→uZ: ~ 4.7-4.9 

 t→cZ: ~ 2.9-3.2
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• Targeting leptonic and hadronic top & tau decays

• 1 b-jet

• 1 electron or muon  OR  none

FCNC H(ττ) — Analysis Strategy
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• Leptonic channels: data-MC scale factors from tt CRs (2 b-tags or 2 leptons)

• Hadronic channels: events with looser τ ID multiplied with fake factors (from W+jets CR)

FCNC H(ττ) — Fake Tau Estimates ATLAS-CONF-2022-014  
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• One BDT per signal region with 12-17 kinematic input features

• Generally important: pT of leading τ, mττ, mbjj (hadronic top regions)

FCNC H(ττ) — Boosted Decision Trees ATLAS-CONF-2022-014  
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• Excess 2.3σ significant

• Statistical uncertainties dominate over systematics

FCNC H(ττ) — Results ATLAS-CONF-2022-014  
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• FCNC decay hopeless 

 → anomalous single-top production

• Just one top

• Swamped by W+jets, SM single top, QCD multijet & tt

• Selection: 

• 1 e or μ with pT > 27 GeV + dilepton veto (10 GeV)

• ETmiss > 30 GeV & mT(ũǍ) > 50 GeV

• 1 b-jet with 30% (!) efficiency

• No additional jet with |η| < 4.5

• Increase lepton pT requirement if ΔΦ(ũ,jet) large

arXiv:2112.01302  FCNC g — Analysis Strategy
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https://arxiv.org/abs/2112.01302
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FCNC g — Background Estimation and Validation arXiv:2112.01302  
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Multijet estimate:

• Matrix method

tt validation:

• 2 jets

• both b-tagged

-

single-t validation:

• 1 b-jet

• 1 forward jet

• intermediate NN

W+jets validation:

• 1 b-jet but with 

 60% (+30% veto)

• intermediate NN

https://arxiv.org/abs/2112.01302
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• 2 NNs due to u/c PDFs

• 1 hidden layer with 

 transformation of 

 12/9 input variables

FCNC g — Neural Networks arXiv:2112.01302  
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• 95% CL limits on σFCNC 

 interpreted as BR limits: 

 BR(t→ug) < 6.1 x 10-5 

 BR(t→cg) < 37 x 10-5

• Main systematics: bkg. 

 modelling, jet/ETmiss-related

FCNC g — Results arXiv:2112.01302  

Zoom of SR minus (up quark) Zoom of SR plus (up quark)

Table 4: Impact of systematic uncertainties on the expected upper limits on the branching ratios of the FCNC decay
modes B(C ! D + 6) and B(C ! 2 + 6). Four scenarios are considered: (1) include only data statistical uncertainties,
(2) include the experimental systematic uncertainties in addition, (3) include all systematic uncertainties except for
the MC statistical uncertainties and (4) include all uncertainties.

Scenario Description B
exp
95 (C ! D + 6) B

exp
95 (C ! 2 + 6)

(1) Data statistical only 1.1 ⇥ 10≠5 2.4 ⇥ 10≠5

(2) Experimental uncertainties also 3.1 ⇥ 10≠5 12 ⇥ 10≠5

(3) All uncertainties except MC statistical 3.9 ⇥ 10≠5 18 ⇥ 10≠5

(4) All uncertainties 4.9 ⇥ 10≠5 20 ⇥ 10≠5

systematic uncertainties in addition, (3) include all systematic uncertainties except for the MC statistical
uncertainties and (4) include all uncertainties. The last case leads to the limits quoted in Eq. (9). The results
of this study are reported in Table 4 and clearly demonstrate how large the impact of systematic uncertainties
is. Both the experimental and modelling uncertainties are relevant. MC statistical uncertainties increase
the expected upper limits by approximately 20% in the D6C case and by about 10% for the 26C process.

9 Conclusions

A search for the production of a single top quark via left-handed FCNC interactions of a top quark, a gluon
and an up or charm quark was performed. The analysis used the full LHC Run 2 proton–proton collision
data set recorded with the ATLAS detector at a centre-of-mass energy of 13 TeV, corresponding to an
integrated luminosity of 139 fb�1. Events with exactly one electron or muon, exactly one 1-tagged jet
and missing transverse momentum were selected, resembling the decay products of a single top quark. A
dedicated high-purity working point was devised for the identification of 1-jets, reducing the background
of ,+2-jets and ,+light-flavour jets considerably. Neural networks were used to separate signal events
from background events, and a binned maximum-likelihood fit to the neural-network discriminants was
performed to search for a contribution from the D + 6 ! C and 2 + 6 ! C processes. The observed
distributions were found to be compatible with the background-only hypothesis and therefore upper limits
on the production cross-sections times branching ratios were derived, leading to

f(D6C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 3.0 pb and

f(26C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 4.7 pb.

The cross-section limits were interpreted in the framework of an e�ective field theory, yielding limits on the
coe�cients of the operators producing the FCNC processes under investigation: |⇠ DC

D⌧
|/⇤2

< 0.057 TeV�2

and |⇠
2C

D⌧
|/⇤2

< 0.14 TeV�2 at the 95% confidence level. These limits are also expressed in terms of
branching ratios of corresponding FCNC top-quark decays, resulting in

B(C ! D + 6) < 0.61 ⇥ 10�4 and B(C ! 2 + 6) < 3.7 ⇥ 10�4
.

The new bounds improve on previous ATLAS results obtained at a centre-of-mass energy of 8 TeV by
approximately a factor of two.
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Run-1 analysis

• BR(t→ug) < 12 x 10-5

• BR(t→cg) < 64 x 10-5

https://arxiv.org/abs/2112.01302
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• New FCNC searches for all elementary bosons

• Several improvements beyond luminosity scaling

Previous best
ATLAS search

Expected Limit Observed Limit

up charm up charm

γ 81 fb-1 ~3-5 ~5-6 ~3-5 ~4-5

Z 36 fb-1 ~5 ~3 ~3 ~2

H
Combination, 36 fb-1 ~2 ~2 ~2 ~1.1

H → ττ, 36 fb-1 ~6 ~4 ~2 ~2

g 8 TeV ~2 ~3 ~2 ~2

Total improvement factor
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Conclusions
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• Single-top+photon production observed (≫ 5σ)

• 11% uncertainty on σ

• 4 new searches for top FCNC interactions

• Improve observed limits by up to a factor ~5 

• Run-2 still has more in the pocket!

• Run-3 to add more exciting opportunities!
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BACKUP



Sample Stitching
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• tqγ: NLO in QCD ,   t→ũνbγ: tq production at NLO in QCD with γ from PS

• Overlap removed based on particle-level criteria:  

 tq events kept if |m(ũǍǄ) - mW| <  |m(ũǍ) - mW|  or  |m(ũǍbγ) - mt| <  |m(ũǍb) - mt|

• Particle-level definition: 1 e/μ (25 GeV, |η|<2.5), 1 γ (20 GeV, |η|<2.37), 

1 b-jet (25 GeV, |η|<2.5), 1 ν (not from hadron), ΔR(jet,ũ/γ) & ΔR(γ,X) requirements

q q’

b

W

t

b

γ

W ũ
νũ

q q’

b

W

t
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νũ
γ

b

W

tqγ production γ from top decay: “t→ũνbγ”
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Source of uncertainty
�B [10

�5
]

t ! uH t ! cH

Lepton ID 0.6 1.0

E
miss
T 0.7 0.8

Fake lepton modeling 0.9 1.1

JES and JER 2.4 3.2

Flavour tagging 2.7 3.7

tt̄ modeling 2.9 4.3

Other MC modeling 2.1 2.9

Fake ⌧ modeling 3.2 4.6

Signal modeling including Br(H ! ⌧⌧) 5.3 7.0

⌧ ID 3.3 4.4

Luminosity and Pileup 0.9 1.3

MC statistics 5.1 7.0

Total systematic uncertainty 11.2 15.5

Data statistical uncertainty 14.1 19.6

Total uncertainties 18 25

FCNC H(ττ)



FCNC H(ττ)
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Signal Regions
t ! cH t ! uH

95% CL upper limits[10�3] Significance B[10�3] 95% CL upper limits[10�3] Significance B[10�3]
Observed (Expected) Observed (Expected)

th⌧had⌧had-2j 1.85(2.80+1.30
�0.78) �0.96(0.78) �1.03+1.04

�1.04 1.10(1.65+0.79
�0.46) �0.90(1.25) �0.55+0.59

�0.59

th⌧had⌧had-3j 1.18(1.06+0.50
�0.30) 0.34(1.87) 0.16+0.47

�0.47 1.00(0.89+0.42
�0.25) 0.36(2.13) 0.14+0.40

�0.40

Hadronic Combination 1.04(0.98+0.46
�0.28) 0.26 (1.99) 0.11+0.43

�0.43 0.78(0.78+0.37
�0.22) 0.11(2.33) 0.04+0.34

�0.34

tl⌧had-2j 4.86(4.32+1.89
�1.21) 0.40(0.48) 0.81+2.04

�2.04 3.93(3.55+1.56
�0.99) 0.34(0.58) 0.57+1.66

�1.66

tl⌧had-1j 3.94(3.67+1.66
�1.03) 0.24(0.57) 0.40+1.70

�1.70 3.10(2.87+1.29
�0.80) 0.24(0.73) 0.31+1.33

�1.33

th⌧lep⌧had-2j 4.81(5.85+2.90
�1.63) �0.52(0.39) �1.36+2.56

�2.56 2.56(3.05+1.38
�0.85) �0.48(0.69) �0.66+1.38

�1.38

th⌧lep⌧had-3j 2.78(2.79+1.36
�0.78) �0.04(0.76) �0.04+1.26

�1.26 2.07(2.09+0.94
�0.58) �0.05(0.98) �0.04+0.98

�0.98

tl⌧had⌧had 1.41(0.63+0.29
�0.18) 2.64(3.24) 0.74+0.34

�0.34 1.01(0.45+0.21
�0.13) 2.64(4.08) 0.53+0.25

�0.25

Leptonic Combination 1.29(0.59+0.27
�0.17) 2.59(3.34) 0.68+0.32

�0.32 0.92(0.42+0.19
�0.12) 2.59(4.23) 0.48+0.23

�0.23

Combination 0.99 (0.50+0.22
�0.14) 2.34(3.69) 0.51+0.25

�0.25 0.72 (0.36+0.17
�0.10) 2.31(4.49) 0.37+0.18

�0.18
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