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Challenges
We are all very aware of the upcoming data & computing challenges

Not only at the LHC, but more widely in HEP and fundamental physics


Not only a resource question, but a UX question as well



Analysis Facilities
The facilities folks use to do their physics determine the UX. AFs must 
play a major role in making physics analysis enjoyable in the future.


• can I implement new ideas quickly or even interactively?

• can I reliably get new results without lots of babysitting?

• can I get my data and software to where I need it?

• can I share results / grant access with my team worldwide?

• can I run on the hardware I need (e.g. train ML models)

• can I preserve my analysis / port it to a new facility ?




Analysis Facilities
We have successful facilities: Grid, national facilities, Tier-3s,  
LXPLUS, … the primary mode over the last decades was 

• Interactive Login Nodes + Local Batch Processing (data → code)

• Grid Computing (code → data)

• most on x86 CPU with SLC X Operating System


Under the current interest in “Analysis Facilities” there is a implicit 
assumption that things will evolve beyond these basic usage patterns

• various ideas on what exactly this looks like, a lot is in flux




A Sketch?
A future facility may need to provide data & infrastructure services 
targeted at multiple use-cases at once 
 
 
 
 
 
 
Key Questions:

• what components are really important / needed

• can we develop shared infrastructure components 

for the wider community like we did for the Grid? 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This Forum
Want to provide a space for users and facility developers to figure 
out how to chart a path forward and share concrete implementations 
and experiences.  
 
A place to share what’s going on inside of the experiments / should be 
tightly coordinated with internal developments


Eventual Goal:  Shared language / framework through which to 
built and interface future facilities ?



Possible Topics (just suggestions)

• Deploying Kubernetes in academic settings: k8s @ HPC, rootless 
kubernetes, k8s + batch, 


• Data Access: Object Store APIs, Global Homedir/Drives, …

• Software Distribution: lazy-loaded container images, community 

registries, user containers, …

• Authz/Authn, Federation: token integration, multi-cluster APIs

• Cloud Computing Tooling: monitoring, cost control, …

• Interactive Scale-out Systems: multi-tenant dataframe processing

• …



Meetings & Coordinators
Bi-Weekly Meetings: Thursdays @ 18:00 CET  

Mailing List: 

Mattermost: 

Coordinators: 

Website:  

https://mattermost.web.cern.ch/signup_user_complete/?id=ffib9ny91t8qbcdpeernf3sidy 

hsf-af-forum@googlegroups.com

hsf-af-forum-convenors@googlegroups.com

https://hepsoftwarefoundation.org/activities/analysisfacilitiesforum.html 

https://mattermost.web.cern.ch/signup_user_complete/?id=ffib9ny91t8qbcdpeernf3sidy
https://hepsoftwarefoundation.org/activities/analysisfacilitiesforum.html


History
HEP has a long history in close collaboration, our AF work for HL-LHC 

should be another piece of that legacy 

(after exploring options…)



Agenda


