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CNCF Research User Group

https://community.cncf.io/research-end-user-group/  Agenda

1st and 3rd Wednesdays, 5pm CET / 8am PT

Discussion and advancement of Research Computing using Cloud Native

Topics on Batch, Baremetal Deployments, Notebooks, etc

https://www.youtube.com/results?search_query=cncf+research+user+group

https://community.cncf.io/research-end-user-group/
https://docs.google.com/document/d/1vvXxW4Cd4P5gcmWGz-_yKbgJex2_NlSWaHtsk_56TnA/edit#heading=h.j54qkfvo08mt
https://www.youtube.com/results?search_query=cncf+research+user+group


Upcoming Events: GitOps Workshop @ CERN

https://indico.cern.ch/event/1145174/

Half day event, April 27th

Several use cases reporting on their choices and experiences

ArgoCD, Flux and GitLab CI

Discussion to decide next steps and try some consolidation

https://indico.cern.ch/event/1145174/


Upcoming Events: Kubecon Europe 2022



Upcoming Events: Kubecon Europe 2022

Hybrid Event

Expecting ~5000 people in person

10000+ additional attendees virtually

Academic / Non Profit registration for CERN people (CERN ID) … $USD 150

Unlimited free virtual passes, also valid for the co-located events

https://codimd.web.cern.ch/eGEghe2RRpezdNDuSdEYlA
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https://events.linuxfoundation.org/kubernetes-batch-hpc-day-europe/

https://events.linuxfoundation.org/kubernetes-batch-hpc-day-europe/






Batch and HPC



Motivation

Enhance the support for Batch (eg. HPC, AI/ML) workloads in Kubernetes 

Unify the way users deploy batch workloads, improve portability

Enhancements

Extend the batch API group (Job, CronJob)

Add Job level queueing, potentially multi-cluster

Improve runtime and scheduling support for accelerators

Out of Scope: workflows, pipelines, …



Initiatives

Batch Working Group in Kubernetes

Most active: organized by Apple, Google, VMWare, RedHat, Intel

Meetings on Thursdays 7am and 3pm PT (alternating)

Focus on support in upstream Kubernetes, working closely with SIGs

https://github.com/kubernetes/community/tree/master/wg-batch

CNCF Batch System Initiative

Slow start, promoted by projects like Volcano, Armada, …

Batch system specification to be incorporated into Kubernetes, Volcano, Armada, etc

https://github.com/cncf/tag-runtime/issues/38

https://github.com/kubernetes/community/tree/master/wg-batch
https://github.com/cncf/tag-runtime/issues/38


Batch WG Roadmap

http://bit.ly/wg-batch-roadmap

Job API

Multi-pod templates, resizable jobs, completion policies

Support features required for MPI, TensorFlow, Spark, …

Integrate features required for workflows (Tekton, Argo, Kubeflow, …)

http://bit.ly/wg-batch-roadmap


Batch WG Roadmap
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Job Management

Queueing, Co-Scheduling, Fair Share

Job level preemption, bulk provisioning in the cluster auto scaler 

Multi cluster support, likely later in the effort

Look at existing schedulers

Kubernetes: Volcano, Yunikorn, Kueue, …

Traditional: SLURM, HTCondor, …

http://bit.ly/wg-batch-roadmap


Batch WG Roadmap

http://bit.ly/wg-batch-roadmap

Specialized Hardware, Accelerators

NUMA awareness in the upstream scheduler

Improved GPU and generic resource scheduling

http://bit.ly/wg-batch-roadmap


Kueue

Kubernetes Native Job Queueing

CNCF Research User Group Presentation
https://www.youtube.com/watch?v=ft5kBOFcXqg

https://www.youtube.com/watch?v=ft5kBOFcXqg


Main Features

Allow sharing unused capacity, max-min fairness

Queueing features, priorities and policies

“Use on demand up to committed use discounts, spot otherwise”

Execution order, co-scheduling of pods for a Job, array jobs

Budgets to manage tenant resource usage over time













Questions?


