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The GRAPES-3 EXPERIMENT

16 Upcoming Muon Modules
(3776 PRC’s)

400 Scintillator Detectors

A
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Muon Module

A muon passing through a module

Proportional Counter (PRC)

Needle Valve

Existing Conventional DAQ for Muon Detector

. L\D\esigned “—and developed several decades

(b)

Muon Main DAQ records the data w.r.t air shower trigger
generated by Scintillation Detector
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IL Muon Angle DAQ
Muon Angle DAQ records data w.r.t. 4-fold trigger (a Muon passing
through all 4 layers of PRCs )
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Challenges in Existing DAQ

- Two DAQ streams: Mu-Main and Mu-
* Angle

| Mu-Main: Width and Time of each PRC
I B

w.r.t. Air shower trigger

Mu-Angle: 4- fold (whenever a Muon
passes through all 4 layers of PRC’s as
show in picture b)

It uses 10+ large area PCB per modules

|
| Large Dead time: 12 -20 %

Pulse Arrival Time: Not measured

Pulse Width is measured for 1 channel
(1000 sec) at a time in each layer time

No direct CRM for PRC’s
Only 4F and Any3F at every second
Other folds — time multiplexed

Restricts the measurement of Muon
angle up to Up to 45°



Triggerless Muon DAQ Concepts and Physics Horizon (L tifr

* Trigger less Muon Data

* Records the arrival time and the pulse width for each and every hit from the proportional
counter

* Record the hit rate of PRC, various triggers, temperature etc.
* Pulse Width measurement is done with a resolution of 10 nano-second
* Absolute pulse arrival time is measured with a resolution of 10 nano-second

* Physics dependent reconstruction of raw data can be done in offline mode
* Rigidity dependent study of Moon Shadow
* Transient Phenomenon

* Thunderstorm Physics
* Solar Physics
* Air Shower Physics
e Air showers at large zenith angles, muon rich showers
* New PhySiCS (This enables users to do Physics beyond standard model)
» Search for tachyons, low beta particles (monopoles, WIMP etc.), serendipitous searches
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System requirement

* A device with adequate 1/0’s to process all the
PRC channel in parallel, better timing resolution,
excellent signal processing capability and
memory

Solution: FPGA based embedded systems

Received large number of ALICE Boards (~150
number) from ALCIE Collaboration as gratis

B%signed interface card to access the FPGA
’'s

Architecture of TM-DAQ System

(L tifr

Due to the limitation of 1/O’s, 2 No’s Alice
Board + interface Board combination is used
to process 1 module

ALICE BOARD

AMP *
Layer-0 & 2 ’ NTERFACE BOARD
118xPRCs |. D I SC
MASTER
Triggers B2B SPI
(1PPS, TCT, EAS)

ALICE BOARD

e e AMP P\ TERFACE BOARD
DISC SLAVE
12-12-2022

Tyco
Connectors

\\\\\\\\\\\\\\\\\\

FPGA Chip

DDR
Memories

...................

Xilinx Virtex-4 FPGA (XC4VLX40)

Clocks: 100 MHz & 50 MHz

DDR SDRAM (EDD2516A)- 4 Physical chips Each
with 32MB

Tyco connector - 158 Usable 1/O Pins

Board Size : 17.4 X 10.6 CM

Designed interface card to access th

Interface Board

#) &

i3

e FPGA1/0O’s

Level translator section

Power section (to the ALICE board)
Communication section

Size 36 X34 Cm
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FIRMWARE MODULES FOR TM-DAQ (@tifr

—

Sync GPS Time GRAPES-3
@ every 10 min GPS

DDR1

DDR2 Local DAQ 1PPS
A 4
Local Time Network ¥ 1pm-paq m
Server ~ PC
FPGA
) [ [E]
FEFEFFETR Sync PC Time Load RTC Time

@ every 10 min

DDR3

MASTER MASTER

sce t|bIe to
ators.

ol A PRI S Ao iBiltion 00525

Récﬁpaiﬁgnm@@qlféﬁ'@dﬁ—@e Synchronization/Clock Counter/Time Calibration Trigger (TCT)

» Complete tlmg Tj'or?atlon ranging from year to n nosecond IS m ged inside FF(&A by using smart algorithms
andt ata

+ The tepgfelrs and the, COUnHRTAE.S] SHystele are recorded as parto

» All raw data is recorded and any correction (e.g. w.r.t. temperature) can be done offline during analysis
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SPI Protocol

ytes/s

Theoretlc I S eed 8MB ts Sec
Nthe critica S|§na S are cont|Vnuo/us y monitored in the Master boargand SFave board

's&%?ﬁwrﬁ?\ﬁy for morey ha'é\ egrzw{!c,lflergltls%teee(:heué‘llﬁgo [?Sft fﬁat ‘data transfer speed using SPI protocol is 'Uter via
* Auto reset will reset the BAficradlise in miBaadfsbe parameters~500 KBytes/Sec
* This feature is very uniquegaphighteagsees the down time drasticgHo KBytes/Sec sing SPI

~30 GByte /Module

Data Volume in TM-DAQ @ytes/ Day@e

4Vé dat

MASTER MASTER
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Observation

( tifr

* The stability and data quality of TM-DAQ seems to be very good and last several months we have not seen any
failures (one module is continuously since 02" Jan 2022 (~350days) without any break)

Count Rate

PWA spectrum for S1_M2_L1_P11

PRC rate for S1_M2_L1_P11 PWA Spec_s1_m2_I1_pi1

PRC_s1_m2_I1_pi1 r i

Enos. 89540 10000 — Mu o -+

Mean 1.625e+09 L Std Dev 1086

Mean y 2126 L %2 [ ndf 1335/587

Std Dev  2.494e+04 8000 — Constant 9818 + 6.2

Std Dev y 14.48 Mean 1678 £ 0.4
Sigma 360.6 +0.8

215 [ | ‘ | g 6000 —
‘ Dl 3
210 ' e © 00—
sl | g
2000j
200 C (B)
| | ) OO 1(}00I 2000I ‘ IBO‘OI.'.‘I — I40‘00I — ISD‘OO — 16;00 7000
26/06 26/06 26/06 26/06 (A 2708 Pulse width (x10ns)
00‘00 0600 192-AN iQ-nn nn-nn
Station: 1 Module: 1 Muon Event Display To_pology 11132
Trig. (HSE) : 110
Date: 2022-12-08 4F Time: 10:00:15:259:858 EAS_Time: N/A Event: 826 No. of Hits: 34
(KEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE EEEEEEE 2 BEEEEEETS
(C) (AR EEEEEEEEEEEE EEEEEE EEEEEEEEEEEEEEEE 2 EEE™M
RI/EEE EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEN BEEE | 22 EEm B
HEEEEEEEEEEEEEEEEEEEEEEEEE EEEEEE EEEEEEEEEEE BN BE B B ™
0 8 16 24 32 40 48 56
[ ]Good PRC B Dead PRC Il PRC Hit - Even Layer [l PRC Hit- Odd Layer  H:H/W Trig. S:S/W Trig. E:EAS Match
12-12-2022 o o

R SURESH KUMAR



12-12-2022

Daily Monitoring Plots

PRC rate for $1-M0-L0-B1 (Time: Wed 20221207 000000 - Wed 20221207 235959)

230 PoOB

200

Mean = 212.5, RMS = 2.0

Mean = 212.6, RMS =1.9

-
—
230 [—

Wean =Z13.0, AM5 =19

Mean = 213.1, RNS = 1.9

170
230 Pl Wean = 2118, RMS = 1.8 Mean = 211.8, RMS =18
220
T =
2 210 9
&
£ 200
3 P12 Tiean = 205.5, RMS = 1.9 Mean = 205.9, RM5 = 1.9
= 220
210 = n
200 [
P13 Mean = 216.1, RMS = 1.9 Mean = 216.2, RMS = 1.9
Wean = Z19.2. RMS = 1.9
Mean = 217.6, RMS =1.9 Mean = 217.7, RMS =19
g TT L) ik L1 L ) LIk
03:00 08:00 09:00 12:00 15:00 18:00 21:00
PWA /CRM Time (IST) Bin width = 605 P-251

1000000

1000000

PWA spectrum for 51-M0-L0-B1 (Time: Wed 20221207 000000 - Wed 20221207 235359

T T T T
FOB o Fog =| 1000000
Entriss = 18360288 — Enfrios = 18406419
Overflow = 4573 (0.0%) Ovarfiow = 12550 (0.1%)

Poak = 1767.0 - Puak = 20325
Sigma = 280.9 Sigma = 305.8
= = 500000
-
F H + H-
F10 P11
- - =| 1000000
Entries = 15653419 Enfrios = 18297806
Crwarflow = 6352 (0.0%) Ovarflow = T42 [0.0%)
Poak = 1295.2 T Paak = 17487
Sigma = 272.7 Sigma = 281.0
- - =4 500000
+ B t ul
P12 P13
- = 1000000
Entries = 17783364 Enrios = 18672313
Owartiow = G896 (0.0%) Ovarfiow = 52341 {0.6%)
Poak = 1486.3 Poak = 1778.2
Sigma =279.9 Sigma = 296.6
= =4 500000
t H T W fooo000
-
P14 P15
Entries = 18338580 Enfrios = 18803704
Cwarflow = 27777 {0.1%) Ovarflow = 11813 [1.1%)
Poak = 2119.8 L Foak = 2184.0 I ——
=
Sigma = 312.9 Sigma = 3335
M 1 L
5000 10000 5000 10000
PWA (x10ns { count) Bin width = 1000ns P13

R SURESH KUMAR

( tifr



{Ethernet Communication for TM-DAQ presentyworkingon ( tifr

* The TM-DAQ in present version uses USB protocol for data recording ,Since we are using
USB protocol for data recording, the Data taking PC has to be in close vicinity of the module
thus we require one data taking PC per module.

* To avoid having one computer for each module, We are working on Ethernet protocol using
WIZNET chip for transferring the data from the DAQ to the data taking computer.
s+ Data integrity test completed
** Bandwidth test completed (Speed =~ 5Mbytes/sec)
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Summary

* |nstallation completed in 8 Muon modules with USB communication (50% of
the existing Muon modules)

* Ethernet testing is in advanced stage and expected to complete in Jan 2023
* Daily data quality monitoring programs are developed and commissioned
* Muon reconstruction algorithm is developed

* For more details https://g3indico.tifr.res.in/event/858/contributions/2420/
(Mini Workshop on Triggerless Muon DAQ System for GRAPES-3 Muon Detector-6 Dec 2021)
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Thank You!!!
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