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CMS Trigger System HLT Developments for Run3
LHC collisions happen at a rate of 40 MHz, impossible to save all events. The CMS Run3 Tracking
experiment uses a two level Trigger system to save events of physics importance. - New tracking based on the optimized pixel track (= Patatrack) reconstruction

1. Level 1 Trigger (L1): Based on FPGA'’s and fast electronics which reduces the Itallows to run the HLT tracking in a single iteration

event rate to 100 kHz. The accept/reject decision must be made within 4 micro * pixel tracks can be offloaded to GPUs: improvement in reconstruction speed
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After a long shutdown of more than 3 years, LHC restarted its operations on July ©jetidentification efficiency 1]
5, 2022 at an increased centre of mass energy of 13.6 TeV. By the end of the year, New Triggers for B Physics and Long Lived Particle (LLP)
around 38 fb~! of p-p collision data has been recorded by CMS. Searches.
* New Di-electron and inclusive Di-muon Parking Triggers targeting lepton flavour
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Conclusion

The new developments of HLT system for Run3 promises much and is expected
to significantly improve the potential for finding new physics. The first year of data-
taking was very successful and 3 more years of data-taking is ahead of us.
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