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Introduction
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For HEP software and computing the time horizon of future challenges is the 
next 15 years

The main contributor to those challenges is HL-LHC, both in terms of volume and 
complexity. The largest needs come from ATLAS and CMS

The LHC computing resources are provided by the WLCG infrastructure. Other 
HEP experiments will share a large part of such an infrastructure. Other sciences 
will use many of the same facilities   



The HL-LHC challenge statement at ECFA 2016
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In a nutshell: 

• Projections assume 
constant funding every 
year for LHC computing

• Technology 
improvements will 
bring ~20% more 
resources every year

And this was the 
initial conclusion  



The HL-LHC computing roadmap process
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HEP Software Foundation Community Whitepaper: a bottom-up exercise. 
Identify the areas of work to address the HEP challenges of the 2020s 

The first WLCG strategy toward HL-LHC document: a top-down high-level 
prioritization of the whitepaper, for the LHC needs 

The LHCC review series of HL-LHC computing: a multistep process tracking the 
progress towards HL-LHC

• May 2020: review of ATLAS and CMS plans, Data Management (DOMA), 
offline software, the WLCG collaboration and infrastructure. Documents

• November 2021: update from ATLAS and CMS, common software activities 
(generators, simulation, foundation software, analysis, DOMA). Report

https://link.springer.com/article/10.1007%2Fs41781-018-0018-8
https://cds.cern.ch/record/2621698/files/LHCC-G-169.pdf
https://wlcg-docs.web.cern.ch/?dir=technical_documents/HL-LHC%20Review%20-%20April2020
https://cds.cern.ch/record/2803119?ln=en


ATLAS and CMS needs for HL-LHC 
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• The gap between available and needed resources is filling up, assuming the main R&D 
activities are successful

• Investing in further (identified) R&D activities would fill this gap further. Need more effort
• There are still large uncertainties



Networks’ role in HL-LHC
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Networking will play a central role in HL-LHC as enabler for HEP computing

• Support the core functions of WLCG (data acquisition/archival/processing)

• Provide more flexibility to the computing models, allowing to optimise    

WLCG continues  engaging with Funding Agencies and NRENs to ensure that 

enough capacity is made available and the LHC traffic does not get segregated 

below a critical level. 

Several R&Ds were launched to study how to better leverage the network 

resources in the data and processing infrastructures for HL-LHC

• Regularly discussed at the LHCONE/LHCOPN meetings

The LHCC sees the strategic role of networks and asked for regular updates. Tony 

Cass was asked to prepare a contribution for the next meeting (Nov 29th) 



WLCG network data challenges
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The data challenges are an incremental process to prepare for the HL-LHC network 
needs, through a regular dialog between the network providers, the experiments and the 
facilities. 

We identified the main use cases at HL-LHC in terms of network use (RAW data export 
and reprocessing), for the 4 LHC experiments

We estimated the network needs including  contingency and considering different 
scenarios 

We set metrics and intermediate targets to be progressively challenged

The challenges offer the possibility to bring in production many network R&D activities   
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Network Data Challenges

from the WLCG Network Challenges document

https://zenodo.org/record/5532452#.YXqMTC0RqqA


2021 network data challenges
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We executed data challenges testing the WLCG network and archive storages in 
preparation for Run-3 (Oct 2021)

The data challenges are an end-to-end test including storage, protocols, networks, 
data management services (e.g. Rucio, FTS) 

ATLAS CMS LHCb ALICE

Extra

1 Tb/s peak target

Nominal target

05/10/2021 07/10/2021 09/10/2021
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Targets were met: 

• the nominal 
transfer rate was 
sustained

• the peak transfer 
rate were reached



2021 network data challenges
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The data challenges are not just about throughput but also functionality 

In 2021 they provided an opportunity to 
commission new features that are now 
in use during Run-3. 

• For example the HTTP protocol 
(replacing gridFTP) for asynchronous 
transfers 

Traffic mostly through HTTP (RED)

Transfer Rate per protocol



CERN-PIC NOTED
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NOTED is a Software 
Defined Network R&D 
project to share network 
traffic between different 
paths

Enabled during the data 
challenge between CERN 
and PIC  

When the 6 Gbps LHCOPN link 
saturated, NOTED added the 
LHCONE link to complement it. 

10Gbps target reached 



The “2023” data challenges
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The “2023” data challenges will likely happen in 2024 as it adapts better to the LHC 
schedule. Mario will give a dedicated talk later in this event

The target rates are known from the original document but what do we want to 
test should be discussed now 

From the network perspective, take the opportunity to discuss at this meeting. 
What are the R&Ds that could be demonstrated in early 2024? Set targets and 
define a plan. 

For example: 
• Further demonstration of the NOTED capabilities? 
• Can we monitor the traffic through packet marking for a few segments?
• Demonstration of the SENSE technologies at a large scale than the current 

testbed?   
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https://zenodo.org/record/5532452#.YXqMTC0RqqA
https://indico.cern.ch/event/1188340/contributions/4994950/attachments/2499811/4293751/rucio_sense_doma_general_20220831.pdf


Collaboration with other HEP experiments
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WLCG presented a joint paper with DUNE and Belle-2 to the Snowmass 2021 process

The paper presents the strategic directions to address the computing 
challenges of the experiments in the next decade. It complements the WLCG 
contribution to the European Strategy for Particle Physics in 2019 

• Consolidation of the WLCG scientific computing 
infrastructure  

• Evolution of such an infrastructure to integrate 
modern technologies and facilities 

• Broadening the scope of the WLCG collaboration 
to create partnership with other HEP experiments

Today DUNE,Belle-2 and JUNO are WLCG “observers” 
and share many services with WLCG (including some 
LHCOPN/LHCONE networks) 

http://arxiv.org/abs/2203.07237
https://zenodo.org/record/5896979#.Y0w5ri8Rodg


Collaboration with other sciences

24/10/2022Simone.Campana@cern.ch - LHHOPN/LHCONE meeting 14

The ESCAPE project implemented a prototyped 
a data infrastructure prototype across Europe
• based on many of the WLCG building blocks 

and on top of many WLCG facilities

Examples of prototyped applications: 
• SKA: data delivery from Perth and Cape 

Town to Europe and access through the data 
lake services  

Experiments such as SKA will in future need a similar 
bandwidth as HL-LHC, sharing many of the network 
paths 

It is now the opportunity to discuss how LHC, other 
HEP experiments and other sciences will cohabit 



Conclusions
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In the next 10 years WLCG will be faced with two major network challenges: 

1) dealing with the HL-LHC data volumes and complexity 
2) the cohabitation with other experiments and sciences on the same 

infrastructure

We should turn the two challenges into opportunities and the network 
community can and should play a leading role: 

• Modernize the network services progressing with the ongoing R&D 
activities and bringing early prototypes in production

• Engage with other experiments and sciences to drive the evolution of the 
R&E networks and define a model for the future, based on the success 
story of LHCONE/LHCOPN and its community


