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SKA Phasel Data Flows

VLBI correlator
(external) }
~130 Pflops

SKA1-LOW Australia 300 PBly SKA Regional Centres

SKA1-MID South Africa
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Fibre and Cable Systems and major NREN paths

* The current (2020) intercontinental fibre cable systems used by the international research and

education community.

* Document produced for the SKA Regional Centres Coordination Group
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Global Network & Paths of Interest to SKA

Dedicated Primary (red lines) & Backup links ( ) from both telescopes
Use of the shared academic network (blue lines).
1 PetaByte/day pushed by SDP from each Telescope = 100 Gigabit/s

Costs based on 10 to 15 year IRU per 100 Gbit circuit projected to 2025 prices

Budgetary OPex Costs (2020)
* Primary links USD 1.7 - 2.3 M per year

US$.3M/Year US$.05-.1M/Year  Backup links USD 2.3 -3.3 M per year
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Global Network Architecture for SKA

Global VRF based overlay with peering linked over the shared academic network

Isolation of SKA traffic from other users

Easier for NRENs to implement the
routing, policies and monitoring

SKA traffic can be engineered
— Use specific paths & routes
Layer 3 routing provides isolation
— any network configuration issues
— strictly limits broadcast storms

Layer 3 will re-route traffic as long as
there is an alternative network path

Configuration actions have to be undertaken
by the NREN and a Site to join the SKA VRF,
which provides an extra layer of security

Sites may need source based routing

7 SKA VRF domain

> SKA VRF aggregator network
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Network Considerations for a SRC Site

* Need for high performance Data Transport Node hardware
* Tuned for RTT ~300 ms
* Network — disk transfer rate ~20 Gbit/s

Flexible but secure ACLs and high performance DMZ connected to the VRF
Separate SKA data & Campus LAN traffic

Uncongested site access link

Site may need source based routing Management Sapms SKANET

Use of different prefixes / multi home servers

IBGP mesh
Management SKA DTNs
SKANET
(dual homed)

Site routes
. VRF2 Academic &
VRF1 has no BGP export of Campus LANs Firewall General Internet
IBGP SKANET routes to VRF2
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