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Worldwide LHC Computing Grid – 
up to now
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2020
128 MB 128 GB 1 TB

LHC numbers in 2013 vs. now:

Data: 15 PB/y   vs 200+ PB/y

Tape: 180 PB   vs 740+ PB 

Disk: 200 PB   vs 570+ PB

HS06 hours:  2M   vs 100+ B
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CERN & Budapest (2013-2019)

2 independent, dedicated HV lines

Full UPS and diesel coverage for all IT load (incl. 
Cooling)

2 x 100 Gbps to CERN

20 000+ CPU cores, 5.5 PB+ storage

Worldwide LHC Computing Grid – 
Tier-0
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Since spring of 2022: at the Wigner DC
4000 cores (shared between CMS (2/3) and ALICE (1/3))

3.6 PB disk
Need to keep up ~15% yearly growth

2022
Tier-2 in Budapest

HEPSPEC06 hours

2018/19   79,174,223 (0.16%)

2019/20 102,751,086 (0.12%)

2020/21 217,791,152 (0.21%)

2021/22 342,439,409 (0.31%)



  

Tier-2 in Budapest
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Not only 

WSCLAB
WIGNER SCIENTIFIC COMPUTING LABORATORY

13 years in parallel computing (Wigner GPU Laboratory) & HPC @ WDC

● Starting of the WLCG Grid (ALICE & CMS) Tier-2 at the Wigner
● 2005-2008 early years: idea of using GPU in HEP calculations
● 2009 Discussion with G. Barnaföldi & P. Lévai & G. Debreczeni
● 2 main direction: HEP & Gravity
● 2010- 1st GPU Day & formation of the Wigner GPU Laboratory
● 2010- GPU Day series
● 2016- Lectures on Modern Computing in Science series
● 2016- Wigner GPU Lab Fellowship
● 2021- Wigner Scientific Computing Laboratory (NKFIH TOP50 RI) at the Wigner Data Center

Brief history:

2022



  

Tier-2 in Budapest
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WSCLAB
WIGNER SCIENTIFIC COMPUTING LABORATORY

 Massively Parallel Classical- and Quantum Computing 
Simulations in HEP MassivPara@HEP (2020-2.1.1-ED-2021-
00179)
● Massive parallel computing: Wigner_AF + GPULab + HIJING++
● Quantum Computer simulations (Maxeler FPGA)

 Wigner RCP & INFRA investments @2021

 Young Researcher’s Fellowship

 Wigner GPU Laboratory

 ALICE + CMS WLCG T2

Not only 
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A new, specialized facility for ALICE

● Re-utilizing the Tier-0 @ Budapest hardwares
● First design: 2019Q4

● Today: 9 racks optimized for maximal data throughput
 SE: EOS config & monitoring

 2 redundant MGM nodes
 36 FST nodes, with 24 x 3 TB for each node
 Raw capacity: ~2.6 PB
 Usable capacity:  ~1.3 PB

 WNs: configured with HTCondor, 1 single-core queue and 1 multi-core queue (for 8-core jobs)
 128 worker nodes, with 32 vCPU for each node
 this pool is shared among the two queues, but the single-core queue has a limited number of maximum jobs

ALICE-PUBLIC-2021-007

https://cds.cern.ch/record/2791181
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A new, specialized facility for ALICE
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A new, specialized facility for ALICE
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A new, specialized facility for ALICE
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International projects(@WDC)
● 2003-: WLCG T2 ALICE & CMS (@’21-’22: ~187k€)

● 4000 vCPU + 2 GB/vcore RAM

● Usable SE capacity: 1.2 PB + 2.4 PB on disk

● Single- and multicore core queues

● 2022-: VIRGO & EUPRAXIA

● VIRGO T2 SITE

● 1600 vCPU + 5120 TB RAM

● Usable SE capacity: ~1.0 PB

Wigner
WLCG

● Wigner RCP investment (@’21-’22: ~250k€)

● Nvidia 6xTesla T4 + Nvidia 8xA2

● 20 TB local storage

● 10G switch to GEANT (100G: SOON)

● Mathematica server

● Supermicro 8xA100

● Maxeller 2xFPGA (Xilinx Alveo)

● Coming soon:

● EPYC gate server

● Infiniband switch & cards
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Events

● ALICE Tier-1/Tier-2 workshop (26-28. September 2022)

https://indico.cern.ch/event/877541/

● 6 Lectures on Modern Scientific Programming (14-15. November 2022)

● 12 GPU Days

● Regular cloud training events by the WDC

● 40 WSCLAB (Wigner GPU Lab) Fellowship (31 finished + 9 running)

● 33+ industrial & academic partners (Lombiq LTD, Ericsson, Khronos, 
CERN...)

● 35+ scientific publications and program codes

GPU Day participants (academy, industry, student):

https://wigner.hu/en/wsclab

http://gpu.wigner.hu/en/home

https://gpuday.com/

https://indico.cern.ch/event/877541/
https://gpuday.com/
https://wigner.hu/en/wsclab
http://gpu.wigner.hu/en/home
https://gpuday.com/
https://www.youtube.com/channel/UCGgwXuNuzWtPxeBTrFq05bA/featured
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Research projects
● HIJING++

○ Next-gen heavy-ion Monte Carlo event generator
● Machine learning for plasma channel profiling

○ Monitoring tool for the AWAKE experiment
● Modeling hadronization with Machine Learning techniques
● proton-CT

○ Novel medical imaging method with ALICE-developed detectors
○ Accelerating the image reconstruction with Machine Learning

● ALICE, CMS publications
● Contribution to COVID-19 research
● Gravitational waves

○ Ligo/Virgo
● High-precision calculations for nuclear reactor dynamics
● Collaboration Spotting
● QA centre for the ALICE TPC upgrade
● CRU development for DAQ
● Participation in the Quantum Technology Initiative

○ National Quantum Technology Program
○ Dedicated grants
○ Investment on Maxeler DataFlow Machines 2022Q2

● ...

https://arxiv.org/abs/1901.04220
https://arxiv.org/abs/2205.12731
https://arxiv.org/abs/2111.15655
https://arxiv.org/abs/2202.05551
https://alice.wigner.hu/articles.html
https://twiki.wigner.mta.hu/twiki/bin/view/CMS/WebHome
https://iopscience.iop.org/article/10.1088/1361-6382/ac5d17
https://www.mdpi.com/1996-1073/15/8/2712
https://collaborationspotting.web.cern.ch/node/4
https://www.sciencedirect.com/science/article/abs/pii/S0168900218308222?via=ihub
https://iopscience.iop.org/article/10.1088/1748-0221/16/05/P05019
https://ercim-news.ercim.eu/en128/special/simulation-of-photonic-quantum-computers-enhanced-by-data-flow-engines
https://wigner.hu/quantumtechnology/en/node/1


  

Summary

HEP computing in Hungary: ~30 technical/scientific experts

● Accumulated knowledge at the Wigner DC

● Training programs for the new generations

● Expertise and broad variety of resources you can count on

Difficult challenge: monotonically rising upkeep costs

THANK YOU FOR YOUR ATTENTION!
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