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CMS

Overview

This is not meant to be a CUDA/GPU talk!
Thisisatalk on arealapplicationof CUDA

There was no dedicated talk on CUDA/GPUSs so feel free to interrupt and ask questions if | say anything
too technical

Describe the tracking problem
Explain the proposedigorithm

Discuss the implementation on GPUs
Give aour of whatwe did andsome lessons we learned

Present the current results
Computation anghysicgerformane
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The CMS Detector
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Tracking

Track reconstruction =
pattern recognition + tracking fitting

X measurements:
_~ position m, error o(m),
el® " features fi
uaf“:?:’--

beam A

(dUJ 20 ‘;6: 91 Q/p)

\ Initial particle parameters:
position x, momentum p, charge q

Illustration:
A schamalic wew of a parbcle ina magnetic field
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Increased Pileup from 40 to 200

Tracking at HLHC is a challenge
Track finding is the most tirreonsuming component of event reconstruction

HL-LHC era luminosity levels will cause the average pileup per event to increase
from an average of 40 to 140 (to 200).

Track finding is a combinatorics problem.

More collisions> more hits> more ways to connect hits time and

computational expense of track finding grows Horearly. Ultimate HL-LHC performance
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https://espace.cern.ch/HiLumi/WP2/Wiki/HLHC%20Parameteaspx
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—=— Full Reco —— Track Reco

PU140

- CMS Simulation, Vs = 13 TeV, it + PU, BX=25ns /

Increased Pileup from 40 to 200
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https://www.karlrupanet/2013/02/42-ygarsof-microprocessotrend-data/
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As Steve said in his talk, Moore's law is dead and single
core CPUs are not getting much better (vectorization
aside)

\

Improvements are coming from muitiore processors

CPU price per performance Is getting more expensive
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