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Overview
This is not meant to be a CUDA/GPU talk!

Thisisa talk on a realapplicationof CUDA

There was no dedicated talk on CUDA/GPUs so feel free to interrupt and ask questions if I say anything 
too technical

Describe the tracking problem

Explain the proposedalgorithm

Discuss the implementation on GPUs
Give atour of what we did andsome lessons we learned

Present the current results
Computation andphysicsperformance
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The Large Hadron Collider
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The CMS Detector
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Tracking

8/4/2022 SEGMENT LINKING 5



Increased Pileup from 40 to 200
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Tracking at HL-LHC is a challenge
Track finding is the most time-consuming component of event reconstruction

HL-LHC era luminosity levels will cause the average pileup per event to increase 
from an average of 40 to 140 (to 200). 

Track finding is a combinatorics problem. 

More collisions-> more hits-> more ways to connect hits -> time and 
computational expense of track finding grows non-linearly. 

https://espace.cern.ch/HiLumi/WP2/Wiki/HL-LHC%20Parameters.aspx

*Timeline is out of date



Increased Pileup from 40 to 200
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As Steve said in his talk, Moore's law is dead and single 
core CPUs are not getting much better (vectorization 
aside)

Improvements are coming from multi-core processors

CPU price per performance is getting more expensive
/ŀƴΩǘ ǘƘǊƻǿ ƳƻǊŜ /t¦ǎ ŀǘ ǘƘŜ ǇǊƻōƭŜƳ

We need to rework the algorithm to parallelize 
computations and/or offload work to accelerators 
(GPUs, FPGAs, etc.)

!ǊŜƴΩǘ /t¦ǎ DŜǘǘƛƴƎ .ŜǘǘŜǊΚ
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https://www.karlrupp.net/2018/02/42-years-of-microprocessor-trend-data/

https://indico.cern.ch/event/1055520/timetable/?view=default#20211011


