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Algorithm-System-Hardware Co-Design for
Efficient Point Cloud Processing

Goal: Achieve accurate and efficient point cloud processing through algorithm, 

system, and hardware co-design.

Team at MIT: Zhijian Liu, Haotian Tang, Yujun Lin, Song Han

Project I: SPVCNN (HW-friendly algorithms for point cloud data)

Project II: Torchsparse (inference engine for efficient point cloud processing)

Project III: BEVFusion (multi-task multi-sensor fusion: new data pipeline)
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Algorithm-System-Hardware Co-Design for
Efficient Point Cloud Processing

• Achievements in last year:

• Publications & software: 

• Torchsparse in MLsys 2022

• TorchSparse2.0 released 

• BEVFusion (submitted to NeurIPS 2022)

• Benchmark-Data Model Evaluation:

• SPVCNN for panoptic/semantic segmentation leaderboard

• SPVCNN++ on Waymo Open Benchmark  (for autonomous driving)

• BEVFusion on Waymo Open Benchmark (for autonomous driving)

• Cross-domain Model Evaluation:

• Benchmarked SPVCNN on HGCAL: Achieved ~4% higher PQ than GravNet (GNN approach)
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Algorithm-System-Hardware Co-Design for
Efficient Point Cloud Processing

• Future plan:

(This are just short-term plans. I am collecting the info from the team for long-term plans)

Project I: SPVCNN (HW-friendly algorithms for point cloud data)

• Optimize SPVCNN for HCAL and compare with PFlow

Project II: BEVFusion (multi-task multi-sensor fusion: new data pipeline)

• Evaluate BEVFusion on more 3D benchmarks (e.g., Argoverse 2, Waymo).

• Deploy BEVFusion on NVIDIA Jetson AGX Orin.
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Interpretable Graph/Point Cloud ML

Team at Purdue: Siqi Miao, Miaoyuan Liu, Pan Li

Project I: GNN model support for 𝜏 → 3𝜇.

Project II: Graph Stochastic Attention (interpretable GNN models)

Project III: Point-cloud Stochastic Attention (interpretable Point-cloud models)

Goal: Develop trustworthy and interpretable models for graph/point cloud data

processing
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• Achievements in last year:

• Publications & software: 

• GSAT in ICML 2022

• Benchmark-Data Model Evaluation:

• GSAT for molecule residue findings 

• PSAT for protein – ligand binding

• Cross-domain Model Evaluation:

• A DeepGCN model for 𝜏 → 3𝜇, 

• Super good performance 500% improvement than the traditional pattern matching approach

• GSAT interpretation for 𝜏 → 3𝜇, about 0.8 AUC to recover the true signal

Interpretable Graph/Point Cloud ML
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• Future plan:

Project I: PSAT (interpretable Point-cloud models)

• Build up benchmark datasets

• Write a paper on the algorithm

• Write a paper on 𝜏 → 3𝜇 + Interpretation 

• Think about providing confidence scores for the interpretation

Project II: Learnable efficient graph construction for GNNs

• Address the computation bottleneck of graph construction in the AI models 

for point cloud data   

Interpretable Graph/Point Cloud ML
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Domain Adaptation in Graph Machine Learning 

Team at Purdue: Shikun Liu, Tianchun Li, Miaoyuan Liu, Pan Li, and

several external collaborators at Fermi Lab, UIUC, …

Project I: Semi-supervised GNNs for Pileup mitigation

Project II: Principles for domain adaptation in graph learning 

Goal: Develop generalizable models for graph processing when the

training and testing datasets may have distribution shift.
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• Achievements in last year:

• Publications & software: 

• SSL GNN for pileup mitigation in NeurIPS 2021, AI for science

• SSL GNN for pileup mitigation submitted to a physics journal

• Other Model Evaluation:

• Set up data benchmarks for domain adaption problems in graphs

Domain Adaptation in Graph Machine Learning 
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• Future plan:

Project: Principles for domain adaptation in graph learning

• Write a paper on the algorithm/theory

• Benchmark previous DA approaches when they work with graph data

• Extend the findings to a broader range of scientific applications

Domain Adaptation in Graph Machine Learning 


