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Three Main Axes of Development
● Improve, optimise and modernise

the existing Geant4 code to gain in 
performance for the detailed 
simulation
○ Re-structure the code to make possible 

major changes: task-oriented 
concurrency, specialisation of the physics 
(G4HepEm), Woodcock tracking, 
transportation+Msc, etc.
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● Trade precision for performance using fast simulation techniques both with 
parameterisations and with ML methods, and integrate them seamlessly in Geant4
○ Use detailed simulation to ‘train networks’ or to ‘fit parameters’ that later can deliver approximative detector 

responses well integrated within Geant4 

● Investigate the use of accelerators such as GPUs
○ With novel approaches for organising the computational work



Fast simulation
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Use of compute accelerators

• General HEP transport prototypes
• AdePT
• Celeritas

• Specialized applications
• optical photon transport - Opticks
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AdePT project targets

• Understand usability of GPUs for general particle transport simulation
• Prototype e+, e− and γ EM shower simulation on GPU, evolve to realistic use-cases

• Provide GPU-friendly simulation components
• Physics, geometry, field, but also data model and workflow

• Ensure correctness and reproducibility
• Validate the prototype against Geant4 equivalent, ensure reproducible results in all modes

• Integrate in a hybrid CPU-GPU Geant4 workflow
• Understand possible limitation in such an environment

• Understand bottlenecks and blockers limiting performance
• Estimate feasibility and effort for efficient GPU simulation

• Git repository
• Initial commit in Sep 2020, O(10) contributors 
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https://github.com/apt-sim/AdePT


AdePT status
● Near-complete prototype for e-, e+ and gammas shower on GPU

○ Full set of interactions of e-, e+, gammas (implemented by G4HepEm)
○ Navigation in complex geometry models using VecGeom (from slabs to CMS)
○ Propagation of charged particles in a magnetic field using helix for constant B-field as first 

version
○ Simple hit generation code, which is then transferred from GPU to host

■ validation of simpler setup successful, ongoing for others

● Workflow
○ Implemented both standalone and G4-integrated workflows

● First performance assessment
○ Understood main performance bottlenecks (current geometry model)

● Initial results encouraging and motivating
○ Full desired functionality can be provided on GPUs
○ Path to GPU efficiency still long, passing through important restructuring of critical 

components. 
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AdePT prototype integration strategy
• region-based approach for delegating simulation to an external 

transport
• particle killed on the Geant4 side and passed to the other transport 

engine
• energy depositions and ‘outgoing’ (from that region) particles returned

• this follows ‘fast-simulation’ approach in Geant4
• allows the use of (most of the) existing fast-simulation hooks
• easy integration with the physics list
• ability to switch between full Geant4 and Geant4 + AdePT at runtime 

(from macro file)

• one difference:
• we buffer particles to process them together when some threshold is 

reached (or when there are no more Geant4 particles on the stack)
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AdePT summary

• challenging project, simulation clearly not an easy problem for GPUs
• need to recast the diverse physics interactions and geometry elements for the 

regularity of the GPU
• AdePT GPU prototype provides full EM physics and geometry support to 

run simulations of CMS calorimeter complexity in standalone and Geant4 
integrated modes
• encouraging and motivating first result!

• current geometry model is a big bottleneck, we are addressing it with 
development of a new surface-based model
• further work on integration with experiments software frameworks will 

allow to better understand other potential stumbling blocks
• we invite collaborators to join this R&D ! 
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Summary

• nice progress along all R&D directions
• improvements to G4 code, fast simulation, usage of GPUs

• ML4FastSim is now a complete tool to manage full ML cycle
• meta-learning provides huge gain in adaptation for new geometries

• AdePT and Celeritas delivered first prototypes to run EM shower on 
GPUs
• encouraging first results, with clear bottlenecks (geometry) identified

• CaTS/Opticks provide a production quality tool for fast optical photon 
simulation
• growing number of users
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