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DeepCalo: Energy Regression Task of e- and γ
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Full-variables model Image-only model 

3.6M parameters1.8M parameters

Boosted Decision Tree

ATLAS DeepCalo

IQR75 improvement: 
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Challenges 
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Array of Single-value Streams

ChannelChannel

Synthesize 

Large Channel 

Layers

Channel

Single-value StreamsStreams of Struct

Current hls4ml Modified hls4ml

Channel larger than 64 Channel less than 64

Struct { ap_fixed[N] } data_t 

hls::stream<data_t> 
hls::stream<ap_fixed> hls::stream<ap_fixed>[N] 
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Design Flow of Our Study 
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Quantization Studies

Rewrite layers for 

image-only model 

Automated Data 

type Conversion

Large CNNs Conversion  

FPGAs implementation   

Our Study

Conv2D, Activation,  

BatchNorm, Upsampling2D

Pooling, Dense, etc.

further optimized
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● FPGA: Alveo U50

● Model: image-

only

With 2 kinds of 

data types

● Precision: 

ap_fixed<16,6>

● Cycle: 5ns 

Results from V-Synthesis
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hls4ml model

(all single)

Resource 

utilization(%)

hls4ml model

(array + single)

Resource

utilization(%)

BRAM 662 49.26 % 662 49.26 %

DSP 3,524 59.21 % 3,524 59.21 %

FF 202,011 11.59 % 235,714 13.52 %

LUT 194,744 22.34 % 342,007 39.24 %

URAM 115 17.97 % 115 17.97 %

FPGA time 0.9ms 0.6ms



Our current progress:

● Expanded the hls4ml library for supporting automated large CNNs 

conversion.

● Applied the design to the image-only model and successfully 

synthesized and tested it on FPGAs.

Next-steps

● Develop tools to convert the full-model and load it on FPGAs.

● Further quantization study for the DeepCalo models.
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Summary 



Thank you for listening!
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