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Figure 1.1: Schematic layout of the planned EIC accelerator based on the existing RHIC
complex at Brookhaven National Laboratory.

electrons and ions and use sophisticated, large detectors to identify specific reac-
tions whose precise measurement can yield previously unattainable insight into
the structure of the nucleon and nucleus. The EIC will open a new window into
the quantum world of the atomic nucleus and allow physicists access for the first
time to key, elusive aspects of nuclear structure in terms of the fundamental quark
and gluon constituents. Nuclear processes fuel the universe. Past research has
provided enormous benefit to society in terms of medicine, energy and other ap-
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•The proton spin, PDFs

•3D imaging of nucleons/nuclei

•Saturation, a new form of gluon matter

•Hadronization and quarks and gluons in the nucleus
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Can we observe saturation of the 
gluon density in the nucleus?

Where does the proton spin 
arise from?

How are quarks and gluons 
distributed in the proton?

x

dramatic rise of gluon density @ low fractional momenta x 

QS: Matter of Definition and Frame (II)
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Infinite Momentum Frame:
•BFKL (linear QCD): splitting functions ⇒ gluon density grows
•BK (non-linear): recombination of gluons ⇒ gluon density tamed

BFKL:BK adds:
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the majority of gluons have 
transverse momentum kT ~ QS
(common definition)
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unitarity → gluons must recombine to 
                  balance splitting (saturation)

Where does saturation set in? Never clearly seen before. 
Is there a universal gluonic matter at high density? 

How does nuclear matter affect quark & gluon interactions?
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1. Is machine learning based jet classification useful for the 
science program of the EIC?

2. How will machine learning based jet taggers perform at 
the relatively low EIC energies?

This talk
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1. Is machine learning based jet classification useful for the 
science program of the EIC?

2. How will machine learning based jet taggers perform at 
the relatively low EIC energies?
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Determining the flavor of a jet allows stronger 
constraints on TMDs by avoiding spin 
asymmetry cancellations of different flavors u d s c g

q
Example: Sivers function (TMD PDF)

4

of applications of jet tagging that can gain stronger con-
straints with machine learning methods. In Section II B,
we outline a proposal to enhance spin asymmetries with
machine learning that is largely independent of model
biases.

A. Maximizing jet flavor tagging performance

The measurement of longitudinal and transverse spin
asymmetries provides constraints on the spin decomposi-
tion of the proton. Using QCD factorization, initial and
final state spin e�ects can be disentangled within global
analyses of the available data. As a representative exam-
ple, we consider TSSAs where one of the incoming protons
is transversely polarized, see Eq. (1). These asymmetries
are generally small due to the cancellation of di�erent
parton contributions with opposite sign. In particular,
measurements of Sivers [46] and Collins [47] asymmetries
are often close to zero due to large cancellations between
di�erent PDFs and fragmentation functions.

As discussed also in Section I, since these asymmetries
are small, experimental measurements at RHIC and the
future EIC are challenging. Due to the relatively large
experimental uncertainties, the measured asymmetries
are often small or consistent with zero. Measurements
have been performed by STAR using di-jet correlations
p

ø + p æ dijets + X [37, 38] as well as with single-
inclusive measurements by PHENIX and STAR using
pions p

ø + p æ fi + X, jets, open heavy-flavor mesons and
photons [48–52]. Theory calculations corresponding to the
di-jet measurements have also recently been performed [53–
55].

The reason for the small size of the asymmetries is due
to approximate cancellations which can be understood
from momentum sum rules. In the following, we will
consider the Schäfer-Teryaev sum rule [56, 57] and the
Burkardt [58–60] sum rule that are satisfied by the Collins
and Sivers functions, respectively. Both of these sum rules
state that average transverse momentum should sum to
zero when summed over either the outgoing hadron flavors
(Collins) or incoming quark flavors (Sivers). We note that
the derivation of these sum rules involves bare quark
and gluon operators and it is therefore unknown how
much the sum rules are violated due to renormalization.
Nevertheless, they provide an intuitive understanding of
the large cancellations between di�erent quark flavors to
first order.

First, we consider the Sivers function f
‹a
1T (x, k̨

2
T ), which

describes the longitudinal x and transverse momentum
kT anisotropy of partons inside a transversely polarized
proton. Here the superscript a = q, q̄, g denotes the
parton inside the proton. Including appropriate prefactors
and formally integrating over the transverse momentum
dependence, we find

f
‹(1)a
1T (x) =

⁄
d2

k̨T
k̨

2
T

2M2 f
‹a
1T (x, k̨

2
T ) , (3)

where M is the proton mass. The Burkardt sum rule
for the Sivers function states that the following integral
vanishes [59]

ÿ

a=q,q̄,g

⁄ 1

0
dxf

‹(1)a
1T (x) = 0 . (4)

Under the assumption that the valence quark distribu-
tions dominate, the Burkardt sum rule leads to u and
d-quark Sivers functions that have opposite signs and sim-
ilar magnitudes. This expected behavior of the u and d

quark Sivers functions has been confirmed by recent global
analyses [61–63]. At the EIC, the Sivers function can be
measured for example in lepton-jet correlations [64, 65].
In order to obtain larger spin asymmetries, and hence
a greater sensitivity to the underlying Sivers function,
we propose that machine learning-based classifiers can
be included to isolate the contribution of di�erent quark
flavors.

Second, we consider the Collins fragmentation function
H

‹
1,h/q(z, P̨

2
‹) as an example of spin-dependent dynamics

in the final state where large flavor cancellations are
expected. It describes the longitudinal z and transverse
momentum P‹ distribution of a final-state hadron that
originates from a transversely polarized parton. After
integrating out the transverse momentum dependence, we
find

H
‹(3)
1,h/q(z) =

⁄
d2

P̨‹
P̨

2
‹

Mh
H

‹
1,h/q(z, P̨

2
‹) , (5)

where Mh is the mass of the observed hadron. The Schäfer-
Teryaev sum rule for the Collins function states that the
integral over the longitudinal momentum fraction vanishes
after we sum over all hadron species [56, 57]

ÿ

h

⁄ 1

0
dz H

‹(3)
1,h/q(z) = 0 . (6)

The cancellation that results here from summing over
all hadrons is typically avoided by measuring identified
hadrons in the final states e.g. by measuring fi

+ and fi
≠

cross sections separately [51]. Nevertheless, there can be
further cancellations, which can be seen as follows. For
simplicity, we now assume that isospin symmetry holds
and we assume that the light parton-to-pion fragmen-
tation process dominates. In this case, only two frag-
mentation channels remain. The favored fragmentation
functions are pion fragmentation functions for a valence
parton u or d, i.e. H

‹
1,fi+/u or H

‹
1,fi≠/d, respectively, and

the unfavored fragmentation functions are pion fragmenta-
tion functions of u or d that are not a valence parton, i.e.
H

‹
1,fi≠/u or H

‹
1,fi+/d. Assuming that the fragmentation of

light partons to pions dominates, this then implies that
the favored and unfavored contributions cancel according
to the Schäfer-Teryaev sum rule in Eq. (6) for a given
parton. If we now choose to measure an identified hadron,

Burkhardt sum rule:

If valence quarks dominate, then  Sivers functions have large cancellationu, d

Tagging  jets separately will allow stronger constraints on Sivers functionu, d

Kang, Liu, Mantry, Shao PRL 125 242003 (2020)
STAR, R. Fatemi EINN 2019

Recent proposal: use jet charge 
Using ML can further boost separation 
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Constraining photon PDF with event tagging
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In photoproduction, the resolved processes probe the parton-in-photon PDF

By classifying direct vs. resolved photoproduction 
processes with ML, can enhance constraints on the 
photon PDF relative to traditional observables
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FIG. 1. Examples of diagrams for direct (left) and resolved
(right) processes in electron-proton scattering.

and its interactions. Unlike in e� scattering, the pho-
ton structure is probed by the partons from the proton
in the so-called photoproduction events in ep collisions.
By tagging high transverse energy (Et) jets [12], high-pT

charged particles [13] or heavy quarks [14] in photopro-
duction reactions, Parton Distribution Functions (PDFs)
of the photon can be constrained. The interaction of
electrons and protons at low virtuality is dominated by
quasi-real photoproduction processes where the electrons
scatter at small angles. Such reactions proceed via two
classes of processes, the so-called “resolved” and “direct”
processes. Examples of Feynman diagrams of these two
processes are shown in FIG. 1.
In this paper, we perform a detailed study of the fea-

sibility of measuring the photon structure via di-jets at a
future high-luminosity, high-energy Electron Ion Collider
(EIC) [15]. We demonstrate that, at a future EIC such
as eRHIC at BNL, it is feasible to do a high precision ex-
traction of photon PDFs with an integrated luminosity of
L = 1 fb�1. More importantly, an EIC also allows study
of the polarized photon PDFs, as both the electron and
proton beam can be polarized. Table I shows the defini-
tions of the kinematic variables used in this study.

TABLE I: Kinematic variables

q = (Ee � E
0
e,~l � ~l0) 4-momentum of the virtual photon

Q2 = �q2 Virtuality of the exchanged photon
P 4-momentum of the proton
E� Energy of exchanged photon
x� Momentum fraction of the parton from the exchanged photon
xp Momentum fraction of the parton from the proton
y = P ·q

P ·l Energy fraction of virtual photon with respect to incoming electronp
s Center of mass energy

pT Transverse momentum of final state particle(or jet) with respect to virtual photon
�� Azimuthal angle di↵erence of the two highest pT jets
⌘ = � ln tan(✓/2) pseudo-rapidity of the particles in lab frame
ŝ, t̂, û Mandelstam variable for partonic processes

This article is organized as follows: In Section II we
briefly describe the detector requirement of tagging low
Q2 events. We also discuss the framework used for mea-
suring the structure of the photon. The Monte Carlo sim-
ulations used to generate the di-jet cross section at a fu-
ture EIC are validated by the data collected with the H1
detector at HERA. In Section III we present the method
of distinguishing di-jets produced in resolved and direct
processes, and the measurement of di-jet cross sections
in quasi-real photoproduction events in (un)polarized ep
collision is discussed. Finally we close with a summary
in Section IV.

II. ELECTRON ION COLLIDER AND
SIMULATION

A. Low Q2-tagger

The eRHIC design [16] at BNL reuses the available
infrastructure and facilities of RHIC’s high-energy po-
larized proton and ion beams. A new electron beam is
to be built inside the current RHIC tunnel. At eRHIC,
the collision luminosity is expected to be of the order

of 1033�34cm�2s�1. The full range of proton/ion beam
energies will be accessible from the beginning of opera-
tions, with center-of-mass energies in the range 20 GeV
to 140 GeV. A dedicated low Q2-tagger is planned, to
measure scattered electrons from low Q2 events. These
electrons will miss the main detector, so installing an
auxiliary device is essential for low Q2 physics. Current
designs for an EIC low Q2-tagger assume a lead tungstate
(PbWO4) crystal calorimeter with a energy resolution
of 2%/

p
E + 1% preceded by Silicon detector planes for

a high precision measurement of the incident scattered
electron angle. The current design of the low Q2-tagger
essentially covers the region of Q2 above 10�5 GeV2. The
present study is based on lepton and proton beam ener-
gies of 20 GeV ⇥ 250 GeV, respectively.

B. Monte Carlo Set Up

In this paper, we use pseudo-data generated by the
Monte Carlo generator PYTHIA-6 [17], with the unpo-
larized PDF input from the LHAPDF library [18]. In
PYTHIA, depending on the wave function components
for the incoming virtual photon, the major hard pro-
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250 GeV. We consider events with two or more jets; 85%
of all events have exactly two jets (pjetT > 3 GeV/c). In
each event, the jet with the highest pT is referred to as
the trigger jet, and the jet with the second highest pT the
associated jet. Events are selected with the requirement
that the trigger jet has pjetT > 5 GeV/c, the associated jet

has pjetT > 4.5 GeV/c, and 10�5 GeV2 < Q2 < 0.1 GeV2.
The average transverse momentum of the trigger and as-

sociated jets is pdi-jetT =
pjet1
T +pjet2

T
2 . In this analysis, the

event kinematic variables Q2 and y are obtained directly
from PYTHIA simulations without reconstructing them
from the event information. The variable y = E�/Ee

can be experimentally reconstructed in two ways. The
scattered lepton, if detected in the low Q2-tagger as de-
scribed in subsection IIA, provides a direct measurement
of y. The other possibility to reconstruct y is through the
Jacquet-Blondel method [37], which utilizes the hadronic
final state. Reference [38] discussed this method and its
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FIG. 6. The unpolarized di-jet cross section dependence
on the average transverse momentum of the jets pdi-jetT =
pjet1T +pjet2T

2 and the reconstructed x� for an integrated lu-
minosity of 1 fb�1. Low Q2 events are selected: 10�5

GeV2 < Q2 < 0.1 GeV2, N jets � 2. The anti-kT algorithm
is used with R = 1. For the trigger jet pjet1T > 5 GeV/c, and
the associated jet pjet2T > 4.5 GeV/c.

performance for charged current events at an EIC.
We reconstruct x� in di-jet events according to Eq. 3.

The strong correlation between the reconstructed xrec
�

and the true xgen
� in PYTHIA is shown in FIG. 4. It

clearly shows that the di-jet observable is ideal for this
measurement. The xrec

� distribution for the resolved (di-
rect) process dominates in the low (high) xrec

� regime
(see FIG. 5), which provides good separation of the two
types of processes. For example, by selecting events with
xrec
� ⇠ 0 or xrec

� ⇠ 1, one can divide the di-jet events
into subsamples in which the resolved and direct pro-
cesses dominate, respectively. As a smaller xrec

� cut is
chosen higher purity for the resolved process is obtained.
Considering the balance between statistics and purity,
xrec
� < 0.6 is chosen; with this cut the fraction of the

resolved process (Nres/(Nres +Ndir)) is up to 91.2%.
FIG. 6 shows the resulting high precision double dif-

ferential di-jet cross section over a wide kinematic range
with an integrated luminosity of 1fb�1. With a global
fit the unpolarized photon PDFs can be extracted from
the cross section.

4

C. Verification of Simulation with HERA data

Predictions for the di-jet cross section in photoproduc-
tion events are obtained in leading order quantum chro-
modynamics (LO QCD) by convoluting the parton den-
sities in the photon and those in the proton with the
short-distance partonic cross section,

d2�

dx�dQ2
= �flux ⌦ f�(x� , Q

2, µ)⌦ fp(xp, µ)⌦ �ij , (2)

where �flux is the flux of photons emitted from the in-
coming electron. The fractional momentum of the parton
in the photon is given by x� and parton density function
of the photon by f� . The corresponding variables for
the proton are xp and fp. �ij is the hard cross section
of the subprocess. Assuming the parton densities in the
proton are well known, a measurement of the di-jet cross
section can be used to extract information on the parton
densities of the photon. In order to extract the photon
structure information in di-jet production, we need to
distinguish resolved processes from direct processes. The
best variable to separate the two types of processes is x� .
Since in the direct processes the photon interacts with a
parton from the proton as a structureless particle with
its whole energy entering the hard scattering, the x� of
direct processes is equal to 1. In the resolved processes,
the photon behaves like a source of partons, with only a
fraction of its momentum participating in the hard scat-
tering; therefore the corresponding x� should be smaller
than 1.

The variable x� can be reconstructed from the mo-
menta and angles of di-jets as

x� =
1

2Eey
(pT,1e

�⌘1 + pT,2e
�⌘2), (3)

where Ee is the electron beam energy and y is the energy
fraction taken by the photon from the electron (y = E�

Ee
).

Eq. 3 is valid in the lab frame in LO.
The di-jet cross section measured by H1 at HERA [35]

is shown in FIG. 3 as a function of the squared jet trans-
verse energy Ejets

T in ranges of reconstructed x� . Here

Ejets
T is the average transverse energy of the two high-

est pT jets: (Ejets
T =

Ejet1
T +Ejet2

T
2 ). Ejets

T is required to
be above 10 GeV. The ratio of the di↵erence and the
sum of the transverse energies of the jets is required to

satisfy
|Ejet1

T �Ejet2
T |

(Ejet1
T +Ejet2

T )
< 0.25, and the transverse energy of

individual jets is required to be above 7.5 GeV. The
fractional photon energy is restricted to 0.2 < y < 0.83.
The average of the pseudo-rapidity of the two jets is re-

stricted to 0 < ⌘jet1+⌘jet2

2 < 2, and the di↵erence of the
jet pseudo-rapidities is required to be within |�⌘jets| < 1.
The simulation results are obtained for 27 GeV electrons
colliding with protons of 820 GeV, and the comparison
of our simulation with the H1 data shows that the sim-
ulation reproduces the measured data well. Some of the
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FIG. 3. [color online] Comparison of the di-jet cross sec-
tion extracted from the PYTHIA simulation with the HERA
data. The kinematics cuts are from HERA: Ejets

T > 10 GeV,
|Ejet1

T �Ejet2
T |

(Ejet1
T +Ejet2

T )
< 0.25, the photon virtuality Q2 < 4 GeV2,

the fractional photon energy is between 0.2 < y < 0.83, and
the average of pseudo-rapidity of the two jets is restricted to

0 < ⌘jet1+⌘jet2

2 < 2 and |�⌘jets| < 1. The H1 data is from [35].

observed di↵erence is due to the use of the anti-kT algo-
rithm [36] for the jet finding instead of the cone algorithm
used for the HERA results.

III. PHOTON STRUCTURE AT EIC

A. The Unpolarized Photon Structure

In this analysis, jets are reconstructed with the anti-kT
algorithm, which is based on the energy distribution of
final state particles in the angular space. All the stable
and visible particles produced in the collision with pT >
250 MeV/c and �4.5 < ⌘ < 4.5 in the laboratory system
are taken as input. The jet cone radius parameter has
been set to R = 1 in the jet finding algorithm.
This simulation is performed for the planned EIC elec-

tron and proton beam energy configuration of 20 GeV ⇥

e.g. 

Chu, Aschenauer, Lee, Zheng PRD 96 7, 074035 (2017)
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In heavy-ion collisions the substructure of jets is modified compared to a rescaled proton-proton
baseline due to the presence of the Quark-Gluon Plasma (QGP). In this work, we employ machine
learning techniques to quantify how much information is contained in the nuclear modification
factor of jet substructure observables. We formulate the question about the information content as
a binary classification problem where the machine is trained to learn information that distinguishes
jets in proton-proton and heavy-ion collisions. We perform the classification task using i) deep sets
which includes Infrared-Collinear (IRC) safe and unsafe information, ii) a complete basis of IRC safe
jet substructure observables which is passed to a Dense Neural Network (DNN) and iii) from the
trained DNN we identify optimal observables using symbolic regression. As a proof of concept, we
perform our analysis using parton shower event generator models but we expect that the proposed
framework can be applied directly to the raw data for which we outline possible future directions.
We expect that the automated design of suitable observables for heavy-ion collisions can provide
guidance for extracting information about the QGP from jet substructure data. In addition, the
proposed framework can also be applied to event-wide data samples in heavy-ion collisions and at
the future Electron-Ion Collider.

I. INTRODUCTION

Jets are highly energetic and collimated sprays of par-
ticles which are observed in the detectors of high-energy
scattering experiments such as RHIC and the LHC. They
directly reflect the underlying quark and gluon degrees
of freedom which acquire a large transverse momentum
due to a hard-scattering event and subsequently form a
jet due to multiple soft and collinear emissions. The area
of jet substructure is aimed at quantifying and utilizing
the radiation pattern inside jets [1–3]. Jets and their
substructure have been studied both in pp and heavy-
ion AA collisions. In heavy-ion collisions the Quark
Gluon Plasma (QGP) is formed which is a state of
matter where quarks and gluons are unbound and the
QGP is conjectured to have existed shortly after the Big
Bang. By comparing vacuum jets (pp) to their coun-
terparts in heavy-ion collisions which have traversed the
hot and dense nuclear matter, information about the
QGP can be obtained. The modification of jets in heavy-
ion collisions is typically quantified in terms of the nu-
clear modification factor which is given by the ratio of
the heavy-ion cross section and a rescaled pp baseline
RAA = d�AA/(hNcollid�pp). From the inclusive jet cross
section, it was found that only roughly half of the jets are
produced in heavy-ion collisions compared to pp []. In
addition, various jet substructure observables have been
measured in AA collisions. It turns out that some ob-
servables are consistent with no modification while oth-
ers are significantly modified due to the presence of the

⇤ ylai@lbl.gov
† james.mulligan@berkeley.edu
‡ mploskon@lbl.gov
§ fmringer@lbl.gov

FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-
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FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-
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Figure 8. Distributions of observables in pp and AA collisions which have already been mea-
sured by experimental collaborations and examples of the machine-learned observables using the
N -subjettiness and EFP basis.

The corresponding ROC curve and the distribution of this ML-learned observable are shown

in Figs. 7, 8, respectively. We find that despite the simplicity of the machine-learned EFP

observable, it outperforms the other “traditional” observables. The intriguing aspect of

observables which involve a relatively small number of EFPs, as in Eq. (4.7), are that they

are generally analytically tractable within perturbative QCD.

5 Information loss: the underlying event and background subtraction

The large, fluctuating underlying event produced by the QGP causes notorious experi-

mental and theoretical challenges in heavy-ion collisions – in particular, by limiting which

observables can be reliably measured. Typically, background subtraction procedures are

applied in order to mitigate this problem. Systematic uncertainties associated with the

subtraction are estimated in order to adequatly capture the lack of exact knowledge of

which particles arise from the underlying event, and which from the jet.

From the perspective of information content, this presents two distinct mechanisms by

which the information in jet quenching can be lost. First, the fluctuating underlying event

can be viewed as a source of noise. One cannot distinguish particles arising from underlying
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due to a hard-scattering event and subsequently form a
jet due to multiple soft and collinear emissions. The area
of jet substructure is aimed at quantifying and utilizing
the radiation pattern inside jets [1–3]. Jets and their
substructure have been studied both in pp and heavy-
ion AA collisions. In heavy-ion collisions the Quark
Gluon Plasma (QGP) is formed which is a state of
matter where quarks and gluons are unbound and the
QGP is conjectured to have existed shortly after the Big
Bang. By comparing vacuum jets (pp) to their coun-
terparts in heavy-ion collisions which have traversed the
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QGP can be obtained. The modification of jets in heavy-
ion collisions is typically quantified in terms of the nu-
clear modification factor which is given by the ratio of
the heavy-ion cross section and a rescaled pp baseline
RAA = d�AA/(hNcollid�pp). From the inclusive jet cross
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produced in heavy-ion collisions compared to pp []. In
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FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-

Maximizing spin asymmetries

9

6

at the observable level. We expect that several of the
science goals discussed in the previous Section can be
achieved without explicitly relying on simulated data.
Spin asymmetries such as TSSAs in Eq. (1) are measured
as the di�erence between cross sections with di�erent (lon-
gitudinal or transverse) spin orientations of the particles
in the initial state. Therefore, we can train a machine
learning algorithm that directly maximizes the size (posi-
tive or negative sign) of the spin asymmetry as repeated
in Eq. (2):

max
◊

|AUT (◊)| . (8)

The machine learning algorithm is given here in terms of
the set of parameters ◊. The optimization of a machine
learning algorithm using Eq. (8) only requires experimen-
tally accessible / hadron-level information. The training
does not explicitly require a UV definition of the jet
flavor and it does not rely on simulated data. As dis-
cussed above, spin asymmetries are often small due to
cancellations between di�erent flavor combinations. By
including a machine learning algorithm that is using the
size of the spin asymmetry as an optimization metric or
loss function, we can e�ectively achieve a flavor separa-
tion. Within QCD factorization, the sum rules in Eqs. (4)
and (6) provide the direct connection of the machine
learning algorithm that is optimized using the objective
function in Eq. (8) to parton level quantities.

Instead of solving the regression problem in Eq. (8)
directly, we can formulate the task as a classification
problem where the machine learning techniques discussed
in the following Sections can be applied. By training
a classifier that distinguishes jets produced in events
where the incoming proton has opposite transverse or
longitudinal spin orientation, we can find a classifier that
maximizes the corresponding spin asymmetry. We note
that this approach is similar to other discrimination tasks
where the training labels are known such as between
jets in proton-proton and heavy-ion collisions where the
trained classifier can be used to maximize the deviation
of the nuclear modification factor from unity:

max
◊

|RAA(◊) ≠ 1| = max
◊

----
d‡AA

d‡pp
(◊) ≠ 1

---- . (9)

See Refs. [35, 44, 94, 95] for more details. The identifica-
tion of a machine learned-classifier can be performed di-
rectly on data before unfolding [35] or using corrected full
events [96]. Subsequently, an observable can be identified
that is calculable in perturbative QCD and that approxi-
mates the performance of the machine learned-classifier.
For example, this can be achieved using complete sets of
observables such as the N -subjettiness basis or Energy
Flow Polynomials (EFPs) that will be discussed below.
Using this observable, an unfolding procedure can be ap-
plied and the data can eventually be included in a global
analyses of quantum correlation functions.

III. SIMULATION AND TRAINING SETUP

To perform the studies in the remainder of this article,
we generate simulated events using the Monte Carlo event
generator PYTHIA6 [97], which serves as the training data
for the (supervised) machine learning based classification
algorithms. In the following, we describe the simulated
event sample and the machine learning architecture.

A. Event generation

We generate two data sets for the following studies, both
using PYTHIA6 [97] with the eRHIC tune [98]. We use
CTEQ6.1 [99] and SAS 1D-LO [100] proton and photon
PDFs, respectively. See Figure 1 for an illustration of the
two processes in the respective data sets.

First, we generate jet samples using leading-order (LO)
DIS as the hard-scattering process for the jet flavor tag-
ging studies discussed in Section IV. At LO, the final state
consists of the scattered electron and a single jet originat-
ing from di�erent quark flavors. The LO DIS process is
given the process number 99 according to PYTHIA6. We
then identify the jet flavor with the flavor of the underly-
ing quark in the LO DIS process (“ú

q æ q). We require
the photon virtuality and inelasticity to be in the range
25 < Q

2
< 1000 GeV2 and 0.1 < y < 0.85, respectively.

Since gluons do not contribute at LO in DIS, we gener-
ate a second data set for our studies in Section V of quark
vs. gluon jet tagging using di-jet events in low-Q2 photo-
production events, including both the direct and resolved
photon contributions. At LO, the final state consists of
the scattered electron in the forward direction close to
the beam axis and a di-jet pair, which can be initiated
by both quarks and gluons. We require low 10≠5

< Q
2

<

1 GeV2, while maintaining the same cut on the inelastic-
ity 0.1 < y < 0.85. We identify quark and gluon jets in
the photoproduction events using the PYTHIA6 resolved
processes 11 (qq æ qq), 12 (qq̄ æ qq̄), 53 (gg æ qq̄) and
13 (qq̄ æ gg), 68 (gg æ gg) and the direct photon-gluon
fusion processes 135 (“ú

T g æ qq̄), 136 (“ú
Lg æ qq̄), where

the subscripts T and L denote the transverse and longi-
tudinal polarization contributions, respectively. For the
quark vs. gluon jet studies in Section V A, we neglect
the resolved process 28 (qg æ qg) and the direct QCD
Compton processes 131 (“ú

T q æ qg) and 132 (“ú
Lq æ qg)

in order to avoid ambiguity in labeling processes with qg

final states, whereas in Section V B we include them. We
note that jet cross sections and jet substructure observ-
ables in EIC photoproduction events were considered in
Ref. [101–103]. In addition, a comparison of PYTHIA6 re-
sults to jet substructure data from HERA was performed
in Ref. [103].

In accordance with experimental particle detection ca-
pabilities, we include all particles in the event and in the
jet reconstruction with a lifetime of c· > 1 cm. This

3

capabilities for the detected particle species, leaving the
implementation of a simulated detector response and the
impact on the jet energy scale and resolution for future
work. Nonetheless, by varying the minimum particle pT

of the particles input to the classifier as well as compar-
ing the performance when PID or charge information are
included, we will elucidate baseline considerations on the
importance of reconstructing low pT particles and recon-
structing PID vs. charge information. For strange quark
initiated jets, we additionally study the impact of identify-
ing the weakly decaying strange hadrons from their decay
products by comparing the jet flavor tagging performance
when the classifier is supplied with the undecayed strange
hadrons vs. their decay products.

We foresee several specific applications of machine learn-
ing based jet and event classification to the major physics
goals of the EIC, several aspects of which we will discuss
in further detail in Section II:

(i) Strengthening constraints on (transverse momentum
dependent) PDFs. The flavor tagging of jets will be an im-
portant component to constrain collinear and transverse
momentum dependent PDFs. For example, charm-tagged
jets can increase the sensitivity to the (collinear) strange
quark PDF in charged current events [32]. In addition,
di-jet events with charm and anti-charm tagging can also
help to constrain the gluon TMD, including the gluon
Sivers function at the EIC [33]. Jet substructure observ-
ables have also been proposed to constrain the gluon
PDF at the LHC [34]. New opportunities relevant to
RHIC and the EIC include the gluon helicity distribution,
the parton-in-photon PDF, spin-dependent TMD PDFs
and fragmentation functions some of which we explore
quantitatively in this work. In our studies, we find that
machine learning-based classifiers outperform traditional
observables like the jet charge and therefore we expect
that machine learning can significantly enhance the con-
straints on PDFs. Machine learned classifiers provide an
upper bound on the information content contained in the
jet or event [23] and can be used to design closed-form
observables using symbolic regression techniques that are
calculable in perturbative QCD [21, 35, 36]. Additionally,
machine-learned event-by-event classifiers may eventu-
ally be directly included in global analyses of quantum
correlation functions like PDFs.

(ii) Enhancing the sensitivity to the transverse single
spin asymmetries. Transverse Single Spin Asymmetries
(TSSAs) constitute some of the hallmark measurements
at RHIC and the future EIC and they provide constraints
on the spin structure of the proton. TSSAs are defined
as the di�erence of cross sections where the incoming
protons have di�erent transverse spin (ø¿) orientations

AUT = d‡
ø

≠ d‡
¿

d‡ø + d‡¿ . (1)

However, it has generally been challenging to measure
non-zero TSSAs, in particular, for those associated with
jets [37]. Recently, the STAR Collaboration used the jet
charge as an additional measurement to increase the size

of the asymmetry [38]. In this paper, we propose that an
enhancement of the TSSA signal

max
◊

|AUT (◊)| , (2)

can be achieved by including an additional machine-
learned measurement, which is here given by the parame-
ters ◊. This can be achieved by formulating the regression
task in Eq. (2) as a classification problem of jets (or events)
that are obtained in scattering processes with di�erently
polarized protons (ø¿) in the initial state. By applying a
classifier trained to distinguish jets in events with di�erent
initial spin orientations as an additional measurement,
similar to the jet charge, larger spin asymmetries may
be obtained, which can provide better constraints on the
corresponding quantum correlation functions in global
analyses.

(iii) Elucidating cold nuclear matter e�ects. One of
the goals of the EIC is to achieve an understanding of
the transport properties of nuclear matter such as the jet
transport coe�cient q̂, which denotes the mean square of
the momentum transfer between a propagating hard jet
and the nuclear medium [39–43]. This can be achieved by
comparing jet observables in eA collisions to those in ep

collisions, similar to the jet quenching program comparing
AA and pp collisions at RHIC and the LHC. The entire
basis for extracting such properties of nuclear matter is
the di�erence between eA and ep observables. By train-
ing machine learning methods to distinguish these two
classes of events, one can use interpretable machine learn-
ing methods to gain insight into the type of information
responsible for these di�erences, and thereby make connec-
tions to calculable observables in perturbative QCD [35].
Additionally, by tagging quark and gluon jets separately,
one can achieve a more detailed understanding of the
jet quenching interaction. This has remained challeng-
ing in the AA jet quenching program [44, 45], and the
eA program will o�er a cleaner environment where such
techniques may be more likely to succeed.

The remainder of this work is organized as follows. In
Section II, we propose several applications of machine
learning based jet identification we carry out in this paper
to the scientific program of the EIC. In Section III, we
discuss the event generation setup of our studies and
present the di�erent machine learning algorithms used in
this work. In Section IV we present results for jet flavor
classification at the EIC, and in Section V we extend the
classification to identify underlying hard processes in full
events. In Section VI, we draw conclusions and provide
an outlook.

II. MACHINE LEARNING APPLICATIONS TO
HADRON STRUCTURE AND SPIN PHYSICS

In this Section, we propose several applications of ma-
chine learning based jet classification algorithms to the
scientific program of the EIC and the ongoing RHIC pro-
gram. In Section II A we provide a high-level description
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In heavy-ion collisions the substructure of jets is modified compared to a rescaled proton-proton
baseline due to the presence of the Quark-Gluon Plasma (QGP). In this work, we employ machine
learning techniques to quantify how much information is contained in the nuclear modification
factor of jet substructure observables. We formulate the question about the information content as
a binary classification problem where the machine is trained to learn information that distinguishes
jets in proton-proton and heavy-ion collisions. We perform the classification task using i) deep sets
which includes Infrared-Collinear (IRC) safe and unsafe information, ii) a complete basis of IRC safe
jet substructure observables which is passed to a Dense Neural Network (DNN) and iii) from the
trained DNN we identify optimal observables using symbolic regression. As a proof of concept, we
perform our analysis using parton shower event generator models but we expect that the proposed
framework can be applied directly to the raw data for which we outline possible future directions.
We expect that the automated design of suitable observables for heavy-ion collisions can provide
guidance for extracting information about the QGP from jet substructure data. In addition, the
proposed framework can also be applied to event-wide data samples in heavy-ion collisions and at
the future Electron-Ion Collider.

I. INTRODUCTION

Jets are highly energetic and collimated sprays of par-
ticles which are observed in the detectors of high-energy
scattering experiments such as RHIC and the LHC. They
directly reflect the underlying quark and gluon degrees
of freedom which acquire a large transverse momentum
due to a hard-scattering event and subsequently form a
jet due to multiple soft and collinear emissions. The area
of jet substructure is aimed at quantifying and utilizing
the radiation pattern inside jets [1–3]. Jets and their
substructure have been studied both in pp and heavy-
ion AA collisions. In heavy-ion collisions the Quark
Gluon Plasma (QGP) is formed which is a state of
matter where quarks and gluons are unbound and the
QGP is conjectured to have existed shortly after the Big
Bang. By comparing vacuum jets (pp) to their coun-
terparts in heavy-ion collisions which have traversed the
hot and dense nuclear matter, information about the
QGP can be obtained. The modification of jets in heavy-
ion collisions is typically quantified in terms of the nu-
clear modification factor which is given by the ratio of
the heavy-ion cross section and a rescaled pp baseline
RAA = d�AA/(hNcollid�pp). From the inclusive jet cross
section, it was found that only roughly half of the jets are
produced in heavy-ion collisions compared to pp []. In
addition, various jet substructure observables have been
measured in AA collisions. It turns out that some ob-
servables are consistent with no modification while oth-
ers are significantly modified due to the presence of the
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FIG. 1. Schematic illustration of jets in pp (left) and heavy-
ion AA (right) collisions. Interactions with the Quark-Gluon
Plasma can lead to a modification of the jet substructure.
By training a classifier (fully supervised), the machine learns
the relevant information that distinguishes jets in pp and AA
collisions.

QGP []. Significant theoretical e↵ort have been made to
compute and predict the modification of jet observables
in heavy-ion collisions [4–18].

(Cite somewhere [19])

In general, we identified guiding principles to design
suitable jet substructure observables to obtain informa-
tion about the QGP. The first criterion is driven by theo-
retical considerations in pp collisions. For example, often
observables are chosen which Infrared Collinear (IRC)
Safe which means that they can be calculated in per-
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FIG. 1. Illustration of the jet production processes considered in this work. Left: High-Q2 electron-proton scattering. At leading
order, the final state consists of the scattered electron and a single jet originating from di�erent quark flavors. Right: Low-Q2

photoproduction, where we include both the direct and the resolved contribution. At leading order, the final state consists of
the scattered electron in the forward direction close to the beam axis and a di-jet pair, which can be initiated by both quarks
and gluons. In both cases, the transverse momentum of the jets is measured relative to the beam axis in the laboratory frame.
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+, we expect

⁄ 1

0
dz

1
H

‹(3)
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‹(3)
1,fi+/d(z)

2
¥ 0 . (7)

As the flavor of the jet corresponds to the flavor of the frag-
menting parton, up to higher order corrections in QCD,
this cancellation is relevant when we consider for example
the distribution of identified hadrons inside jets [66–70].
In particular, one can study azimuthal asymmetries that
involve the correlation of the transversity PDF and the
Collins fragmentation function of the hadron inside the
jet [71, 72]. Therefore, in order to avoid the cancellation
in Eq. (7), we propose that a machine learned classifier
can be used to tag the flavor of the observed jet. More-
over, recently Refs. [73, 74] proposed to measure spin
asymmetries similar to the Collins asymmetry directly
using jets instead of identified hadrons. Analogous sum
rules as in Eq. (6) apply that are expected to lead to
small spin asymmetries. In order to address this problem,
Refs. [73, 74] proposed the use of the jet charge as an
additional measurement, which avoids large cancellations
between di�erent quark flavors. Here we also propose that
the use of machine learning-based classification of the jet
flavor can enhance the size of the asymmetry compared
to more traditional observables.

We expect that various other measurements and science
goals of the EIC and RHIC will greatly benefit from
machine learned classifiers that can identify the jet flavor
or the hard-scattering event. While some of them will be
discussed in this work, we leave more detailed quantitative
studies of the following topics for future work:

• Quark flavor and quark vs. gluon jet identification
can help to improve the sensitivity to the longitudi-
nally polarized gluon distribution �g. In particular,
it may be possible to distinguish the positive and
negative solutions for �g that were found in recent
global analyses [75]. See also Refs. [76–80] for recent
discussions and experimental results.

• Quark vs. gluon jet classification may help to im-
prove measurements of the gluon Sivers function at
RHIC and the future EIC [64, 81].

• The techniques discussed here may also improve
searches of physics beyond the Standard Model at
the EIC [82–84]. For example, in Ref. [85] jet charge-
weighted TSSAs were proposed in this context.

• Exclusive / di�ractive processes involving jets can
provide constraints on GPDs and Wigner func-
tions [86–88]. We expect that machine learning
based classifiers may help to better pin down these
higher-dimensional parton distribution functions
along with knowledge about the exact kinematics
of the di-jet events [89, 90].

B. Maximizing the size of spin asymmetries

In the previous Section, we discussed several areas
where machine learning-based jet and event flavor tagging
can play an important role to support the EIC and RHIC
science programs. We implicitly adopted a “UV definition”
of the jet flavor. In this case, the flavor of a jet is defined
as the hard parton that initiates the jet and it can directly
be used in Monte Carlo event generators. The machine
learning algorithm is then trained to recover the assigned
flavor label from the IR physics, i.e. the hadrons that
make up the jet [91]. There are theoretical ambiguities
associated with this approach [16] and since the UV label
of the jet flavor is not accessible experimentally, machine
learning algorithms have to be trained on simulated data.
This definition has been widely used for machine learn-
ing studies of jet classification at the LHC and various
approaches have been developed to minimize the biases
of this approach. For example, data-driven methods [92]
and weakly supervised learning [93] have been introduced,
which are tailored toward the physics goals at the LHC.

In the spin physics context, we propose an alternative
approach to directly train the machine learning algorithms
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using jets instead of identified hadrons. Analogous sum
rules as in Eq. (6) apply that are expected to lead to
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machine learned classifiers that can identify the jet flavor
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can help to improve the sensitivity to the longitudi-
nally polarized gluon distribution �g. In particular,
it may be possible to distinguish the positive and
negative solutions for �g that were found in recent
global analyses [75]. See also Refs. [76–80] for recent
discussions and experimental results.

• Quark vs. gluon jet classification may help to im-
prove measurements of the gluon Sivers function at
RHIC and the future EIC [64, 81].

• The techniques discussed here may also improve
searches of physics beyond the Standard Model at
the EIC [82–84]. For example, in Ref. [85] jet charge-
weighted TSSAs were proposed in this context.

• Exclusive / di�ractive processes involving jets can
provide constraints on GPDs and Wigner func-
tions [86–88]. We expect that machine learning
based classifiers may help to better pin down these
higher-dimensional parton distribution functions
along with knowledge about the exact kinematics
of the di-jet events [89, 90].

B. Maximizing the size of spin asymmetries

In the previous Section, we discussed several areas
where machine learning-based jet and event flavor tagging
can play an important role to support the EIC and RHIC
science programs. We implicitly adopted a “UV definition”
of the jet flavor. In this case, the flavor of a jet is defined
as the hard parton that initiates the jet and it can directly
be used in Monte Carlo event generators. The machine
learning algorithm is then trained to recover the assigned
flavor label from the IR physics, i.e. the hadrons that
make up the jet [91]. There are theoretical ambiguities
associated with this approach [16] and since the UV label
of the jet flavor is not accessible experimentally, machine
learning algorithms have to be trained on simulated data.
This definition has been widely used for machine learn-
ing studies of jet classification at the LHC and various
approaches have been developed to minimize the biases
of this approach. For example, data-driven methods [92]
and weakly supervised learning [93] have been introduced,
which are tailored toward the physics goals at the LHC.

In the spin physics context, we propose an alternative
approach to directly train the machine learning algorithms
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FIG. 3. Illustration of particles inside the jet (black) and
out-of-jet radiation (red), which we also take into account to
classify both the flavor of the jet as discussed in Section IV B
and the underlying hard process in the event as discussed
in Section V. As an example, we show jet production in a
high-Q2 DIS scattering process.

of the following quantities each of which are cumulative
distribution functions of corresponding probability distri-
butions:

• True Positive Rate (TPR, also known as Recall):

True Positives
Total Positives

• False Positive Rate (FPR):

False Positives
Total Negatives

• Precision:

True Positives
True Positives + False Positives

The ROC curve shows the TPR vs. the FPR as the
decision threshold is varied. A random classifier follows
a diagonal line with an area under the curve (AUC) of
0.5 and the better a classifier is, the closer the curve is to
the upper left edge of the plot, with a perfect classifier
having AUC = 1. The ROC curve does not depend on
the relative proportions of the two classes, and we will
use it for classification tasks where there is not a large
imbalance in the proportions of the two classes, such as
u vs. d and q vs. g classification.

The PR curve shows the precision vs. recall as the
decision threshold is varied. The PR curve explicitly de-
pends on the relative proportions of the two classes, since
the precision is a measure of the purity of the predicted
positive class. A random classifier based solely on the
relative proportions of the two classes follows a line of
constant precision. The larger the precision and recall,
the better the classifier is. A classifier with high precision
but low recall returns only a small fraction of positive

FIG. 4. ROC curve for u vs. d jet flavor tagging using
the jet charge and PFNs for jets with p

jet
T > 10 GeV and

pT,particle > 0.1 GeV. We consider three variations of the input
to the PFN, providing either PID information for all particles,
charge information for all particles, or neither.

cases (low e�ciency) but most of them being identified
correctly (high purity), whereas a classifier with low pre-
cision but high recall returns a large fraction of positive
cases (high e�ciency) but with many of them being iden-
tified incorrectly (low purity). We will use the PR for
classification tasks where there is a large imbalance in the
proportions of the two classes, such as strange and charm
jet classification.

IV. JET FLAVOR TAGGING

Using the LO DIS events described in Section III A,
we now study various binary classifications of quark-jet
flavors. We consider several di�erent classification group-
ings: u vs. d, ud vs. s, and uds vs. c quark jets. We will
study the role of PID information, charge information,
and minimum particle transverse momentum thresholds
on the performance of the classifiers, as well as the role
of both in-jet and out-of-jet particles.

We will benchmark our machine learning-based algo-
rithms against the energy-weighted jet charge [116]

QŸ =
ÿ

iœjet
z

Ÿ
i Qi , (15)

where zi = pT i/p
jet
T denotes the longitudinal momen-

tum fraction of the hadrons i inside the jet and Qi is
their electric charge. The weighting factor z

Ÿ
i reduces the

sensitivity to experimental uncertainties and Ÿ is a free
parameter that we will vary in our numerical studies be-
low. The jet charge is soft safe but collinear unsafe, which
means that theoretical calculations require a nonperturba-
tive input that needs to be determined from experiment.
Theoretical calculations of the jet charge were performed
in Ref. [27, 28]. Extensions of the jet charge definition
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FIG. 2. The jet charge distribution for EIC jets with p
jet
T > 10 GeV produced in high-Q2 events as shown on the left side of

Figure 1. The three panels show the results for di�erent flavor discrimination: u vs. d (left), ud vs. s (middle), and uds vs. c

(right) for a jet charge parameter of Ÿ = 0.5, see Eq. (15). The jet charge is able to distinguish u from d, s reasonably well,
whereas it is a relatively poor discriminator for u vs. c or q vs. g. Note that a peak at QŸ = 0 arises from jets that contain only
neutral particles, which happens more frequently compared to its counterpart at the LHC due to lower particle multiplicity at
the EIC.

invariant neural network in Eq. (12) by constructing an
EFN denoted

f̃ (p1, . . . , pM ) = F

A
Mÿ

i=1
zi� (p̂i)

B
, (13)

where every particle inside a jet is written in terms of
its transverse momentum momentum fractions zi and
a 2-component vector which contains the angular vari-
ables p̂i = (yi, „i). Due to the weighting of � with the
momentum fraction zi, the resulting expression is IRC
safe [20].

We parametrize the functions � and F in Eqs. (12) and
(13) in terms of DNNs, using the EnergyFlow package [20]
with Keras [109]/TensorFlow [110]. For � we use two
hidden layers with 100 nodes each and a latent space
dimension of d = 256. For F we include three layers with
100 nodes each. For each dense layer we use the ReLU
activation function [111] and we use the softmax activation
function for the final output layer of the classifier. We
train the neural networks using the Adam optimizer [112]
and the binary cross entropy loss function [113], and train
for 10 epochs with a batch size of 500. We reserve 20% of
the training sample as a validation set, and an additional
20% as a test set on which all metrics are reported. We
train the models using an NVIDIA A100 GPU on the
Perlmutter supercomputer.

For quark vs. gluon tagging, we will also consider
dense neural networks (DNNs) that take as input a list
of observables that are IRC safe and generally calcula-
ble within perturbative QCD. The resulting classifier is
generally Sudakov safe [23]. The observables that are
taken as input to the DNN form a complete basis of
observables. As an example we consider Energy Flow
Polynomials (EFPs) [22]. Alternately, one could consider
the N -subjettiness basis [23–25]. The EFPs constitute a
linear basis of jet substructure observables and they are
defined as

EFPG =
ÿ

i1

· · ·

ÿ

iV

zi1 · · · ziV

Ÿ

(k,l)œE

◊ikil (14)

where we sum over all particles inside the jet and zi, ◊ij

denote the longitudinal momentum fraction of particle i

and the relative angle between particles i and j, respec-
tively. The subscript G = (V, E) indicates that EFPs are
defined in terms of a graph that specifies which terms are
included on the right hand side of Eq. (14). See Ref. [22]
for more details. We note that this basis is insensitive to
quark flavor di�erences but provides a powerful discrim-
inant for quark vs. gluon jet tagging. In addition, they
provide an increased degree of interpretability compared
to PFNs. For the EFP DNNs, we use 3 hidden layers
containing between 32-512 nodes, each with a ReLU ac-
tivation function [111], followed by a sigmoid activation
for the final output layer. We train the neural network
with the Adam optimizer [112] and a learning rate rang-
ing from 0.01 to 0.001 and batch size 1000, with the
binary cross entropy loss function of Ref. [113]. We use
Keras [109]/TensorFlow [110] for the implementation,
and determine the number of nodes in each hidden layer
and the learning rate using a hyperparameter optimiza-
tion with the Hyperband algorithm [114] implemented in
Keras Tuner [115].

The performance of a classifier can be assessed by vari-
ous metrics quantifying the rates of correct and incorrect
identification of the two classes. There are four possible
outcomes of a classifier’s prediction, “True/False Posi-
tive/Negative”, where “True/False” denotes whether the
classifier prediction was correct, and “Positive/Negative”
refers to the predicted class label. In this work, we will
use the following conventions for the positive class:

• u vs. d classification (Section IV A): d

• ud vs. s classification (Section IV C): s

• uds vs. c classification (Section IV C): c

• qq/qq̄ vs. gg classification (Section V A): qq/qq̄

• direct vs. resolved classification (Section V B): direct
We will consider two metrics in this work, the Receiver

Operating Characteristic (ROC) curve and the Precision-
Recall (PR) curve. These metrics are defined in terms

ML outperforms jet charge
Charge information is crucial
Full PID does not gain much

Jet charge
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FIG. 3. Illustration of particles inside the jet (black) and
out-of-jet radiation (red), which we also take into account to
classify both the flavor of the jet as discussed in Section IV B
and the underlying hard process in the event as discussed
in Section V. As an example, we show jet production in a
high-Q2 DIS scattering process.
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distribution functions of corresponding probability distri-
butions:

• True Positive Rate (TPR, also known as Recall):

True Positives
Total Positives

• False Positive Rate (FPR):

False Positives
Total Negatives

• Precision:

True Positives
True Positives + False Positives

The ROC curve shows the TPR vs. the FPR as the
decision threshold is varied. A random classifier follows
a diagonal line with an area under the curve (AUC) of
0.5 and the better a classifier is, the closer the curve is to
the upper left edge of the plot, with a perfect classifier
having AUC = 1. The ROC curve does not depend on
the relative proportions of the two classes, and we will
use it for classification tasks where there is not a large
imbalance in the proportions of the two classes, such as
u vs. d and q vs. g classification.

The PR curve shows the precision vs. recall as the
decision threshold is varied. The PR curve explicitly de-
pends on the relative proportions of the two classes, since
the precision is a measure of the purity of the predicted
positive class. A random classifier based solely on the
relative proportions of the two classes follows a line of
constant precision. The larger the precision and recall,
the better the classifier is. A classifier with high precision
but low recall returns only a small fraction of positive

FIG. 4. ROC curve for u vs. d jet flavor tagging using
the jet charge and PFNs for jets with p

jet
T > 10 GeV and

pT,particle > 0.1 GeV. We consider three variations of the input
to the PFN, providing either PID information for all particles,
charge information for all particles, or neither.

cases (low e�ciency) but most of them being identified
correctly (high purity), whereas a classifier with low pre-
cision but high recall returns a large fraction of positive
cases (high e�ciency) but with many of them being iden-
tified incorrectly (low purity). We will use the PR for
classification tasks where there is a large imbalance in the
proportions of the two classes, such as strange and charm
jet classification.

IV. JET FLAVOR TAGGING

Using the LO DIS events described in Section III A,
we now study various binary classifications of quark-jet
flavors. We consider several di�erent classification group-
ings: u vs. d, ud vs. s, and uds vs. c quark jets. We will
study the role of PID information, charge information,
and minimum particle transverse momentum thresholds
on the performance of the classifiers, as well as the role
of both in-jet and out-of-jet particles.

We will benchmark our machine learning-based algo-
rithms against the energy-weighted jet charge [116]

QŸ =
ÿ

iœjet
z

Ÿ
i Qi , (15)

where zi = pT i/p
jet
T denotes the longitudinal momen-

tum fraction of the hadrons i inside the jet and Qi is
their electric charge. The weighting factor z

Ÿ
i reduces the

sensitivity to experimental uncertainties and Ÿ is a free
parameter that we will vary in our numerical studies be-
low. The jet charge is soft safe but collinear unsafe, which
means that theoretical calculations require a nonperturba-
tive input that needs to be determined from experiment.
Theoretical calculations of the jet charge were performed
in Ref. [27, 28]. Extensions of the jet charge definition
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FIG. 5. ROC curves for u vs. d jet flavor tagging using
using PFNs with PID information for jets with p

jet
T > 10 GeV

and di�erent cuts on the minimum pT,particle required of jet
constituents.

in Eq. (15) were proposed in Refs. [26, 117]. Theoreti-
cal work on defining the flavor of jets can be found in
Refs. [118–122]. Experimental measurements at the LHC
can be found in Refs. [123–125]. In Figure 2, we show the
jet charge distributions for the LO DIS jets considered
in this Section. The jet charge is able to distinguish jets
initiated by quarks of di�erent electric charge reasonably
well, such as u from d, s, whereas it is a relatively poor
discriminator for u vs. c since they have the same electric
charge, and similarly for q vs. g (not shown here). The
jet charge thereby serves as a reference to which the per-
formance of our machine learning-based algorithms can
be compared.

In order to study the role of PID information and
charge information, we consider three variations of the
information input to the PFN training:

• “PFN w/ PID”: pi = (zi, ÷i, „i, PIDi) ,

• “PFN w/ charge”: pi = (zi, ÷i, „i, Qi) ,

• “PFN w/o PID, charge”: pi = (zi, ÷i, „i) .

We note that the “PFN w/ charge” classifier uses the
same experimental information as the jet charge, whereas
the “PFN w/ PID” uses full PID information, which is not
used by the jet charge. Similarly, we consider varying the
minimum transverse momentum of jet constituents input
to the PFN training, varying between pT,particle = 0.1≠0.4
GeV. While we do not consider the exact PID capabil-
ities or single-particle e�ciencies of the proposed EIC
detectors, these variations provide a first-order estimate
of the importance of PID and minimum particle trans-
verse momentum detection capabilities and serve as an
initial quantification of the value that may be gained in
jet tagging performance by investing in improved PID or
minimum particle transverse momentum capabilities.

FIG. 6. ROC curves for u vs. d jet flavor tagging using PFNs
with PID information for jets with p

jet
T > 10 GeV, using either

in-jet information as input or using both in-jet and out-of-jet
information as input. We consider two di�erent cuts on the
minimum pT,particle required of both the in-jet and out-of-jet
particles, which illustrate that soft out-of-jet particles play a
significant role in boosting the classification performance.

A. u vs. d quark jets

To begin, we consider the classification of u vs. d ini-
tiated jets. Our results are shown in Figure 4. We find
that while the jet charge is a fairly good discriminator
of u vs. d jets, the PFN (which uses the full four-vector
information of the final-state particles) improves the per-
formance when either charge information is included or
even more so when PID information is included. When
neither PID nor charge information is included, the clas-
sifier cannot significantly distinguish u jets from d jets
in PYTHIA6. The increase in performance when adding
PID information rather than charge information is fairly
small, especially noting that experimental PID capabili-
ties are not perfectly e�cient as assumed in our studies.
We will see in Section IV C, however, that for strange and
charm quark jet identification, PID information provides
a substantial improvement in performance.

Next, we consider the role of the minimum transverse
momentum of jet constituents input to the PFN training.
Figure 5 shows the results when varying the minimum
threshold between pT,particle > 0.1 ≠ 0.4 GeV. We find
only a minor di�erence in the classifier performance when
varying the minimum pT,particle between 0.1 GeV and 0.4
GeV, suggesting that the minimum pT,particle detector
requirements are not essential for classifying jet flavor
using the in-jet information. We will see, however, in
the next Section that this has a stronger impact when
considering the out-of-jet particles.

Does including out-of-jet information 
boost the jet flavor tagging performance?

Significant gain from out-of-jet information
Due to soft particles  GeV0.1 < pT < 0.4
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FIG. 7. ROC curve (left) and PR curve (right) for ud vs s jet flavor tagging using the jet charge and PFNs for jets with p
jet
T > 10

GeV and pT,particle > 0.1 GeV. We consider several variations of the input to the PFN, providing either PID information for all
particles, charge information for all particles, or neither. All curves are constructed from particles with a decay length c· > 1
cm (in which the weakly-decaying strange hadrons K

0
S , �0

, �0
, �≠

, �±
, �≠ and their associated antiparticles are undecayed),

except the curve labeled c· > 10 cm, which is constructed from particles with a decay length c· > 10 cm (in which the above
weakly-decaying strange hadrons are decayed). The dashed black lines correspond to a random classifier.

B. Out-of-jet information

The motivation of machine learned-jet classification
at the EIC and RHIC is quite di�erent compared to
the LHC. For example, at the LHC di-jet reference pro-
cesses can be used as calibration and the resulting classi-
fier can be applied to identify jets in multi-jet events to
search for physics beyond the Standard Model. Instead,
at RHIC and the EIC the focus will be on improving for
example measurements of spin asymmetries as discussed
above or to improve constraints on cold nuclear matter
e�ects. Therefore, at RHIC and the EIC, the classifier
does not need to be limited to the particles inside the
identified jet. We note that event-wide information was
also used in classification studies at the LHC, see for ex-
ample Refs. [126, 127]. In this Section, we investigate how
the performance can be improved by not only making use
of the particles inside the jet but also out-of-jet particles
to classify the jet flavor, as shown in Figure 3. While we
have used a relatively large jet radius R = 1.0 in these
studies, this choice is somewhat arbitrary and neglects
the role of large-angle radiation and correlations across
the entire event. We therefore compare the performance
of a PFN supplied with only in-jet particles to that of a
PFN supplied with both in-jet and out-of-jet particles.

Figure 6 shows the results of this comparison. We
show the comparison for two di�erent minimum pT,particle
thresholds, 0.1 GeV and 0.4 GeV. We find that the di�er-
ence between the in-jet classifier and the in-jet + out-of-
jet classifier is significant for the case pT,particle > 0.1
GeV, whereas the di�erence is almost negligible for
pT,particle > 0.4 GeV. This suggests that the soft out-
of-jet particles play a significant role in boosting the
classification performance – despite that the soft in-jet

particles had little impact (see Figure 5). This motivates
further study of the origin and role of out-of-jet radiation,
since our results suggest it can provide a significant boost
in jet (or event) flavor tagging performance. In Section V
we will revisit the role of out-of-jet particles in order to
classify the underlying hard process of the event.

C. Strange and charm

We now turn to the identification of strange- and charm-
quark initiated jets. Since strange- and charm-initiated
jets are considerably more rare than up- or down-initiated
jets (for our kinematics, the relative u :d :s :c ratios are
approximately 33:5 :1 :2), we quantify the classification
performance using both the ROC curve and the precision-
recall curve. In fact, strange jets are even more rare than
charm jets, since despite that the proton PDF contains a
larger quantity of strange than charm, the overall cross
section for charm is larger due to its larger electric charge.

Strange and charm jets also di�er from up and down
jets in that strange and charm hadrons have limited decay
lifetimes. In the case of strange quarks, there are a
variety of weakly decaying strange hadrons with lifetimes
1 cm < c· < 10 cm (namely K

0
S , �0

, �0
, �≠

, �±
, �≠

and their associated antiparticles) which therefore decay
on a length scale comparable to the size of the innermost
tracking layers of collider experiments [128]. We therefore
will contrast the classification performance depending
on whether the PFN is provided the undecayed strange
hadrons or only the decay products of these hadrons. In
the case of charm quarks, on the other hand, all charm
hadrons decay with lifetimes much shorter than c· = 1
cm, and cannot be directly detected by experiments but
rather must be reconstructed using the invariant mass of

For strange: ML dramatically 
outperforms jet charge

PID gives huge boost

We use precision-recall metric since 
there are ~40x more  than 

Precision  Purity
Recall  Efficiency

ud s
↔

↔

Random classifier
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FIG. 9. ROC curves for quark vs. gluon jet tagging at the
EIC using the leading jet information from quark and gluon
di-jets in low-Q2 protoproduction events containing qq, qq̄, gg

topologies. The leading jet is required to be p
jet
T 1 > 8 GeV, the

subleading jet to be p
jet
T 2 > 5 GeV, and the third leading jet

to be p
jet
T 3 < 4 GeV, see Figure 1. We consider several models:

(i) PFN including PID information, (ii) EFN, (iii) DNN with
EFPs for two di�erent dimensions d, and (iv) jet mass.

photoproduction events, see Figure 1) can be captured
by observables like the jet pull [30, 31].

We consider two examples of event classification in this
Section. In both cases, we use low-Q2 photoproduction
events that contain a di-jet signal with the transverse
momentum of the leading jet required to be p

jet
T 1 > 8 GeV

and the subleading jet to be p
jet
T 2 > 5 GeV, as described in

Section III A. First, we consider the classification quark
vs. gluon jet topologies by discriminating qq or qq̄ di-
jet topologies from gg topologies. Second, we consider
the classification of direct vs. resolved photoproduction
processes. Similar to the in-jet particles, we normalize the
transverse momentum of out-of-jet particles relative to
the leading jet transverse momentum zi = pT i/p

jet
T 1. Since

we divide by the transverse momentum of the leading jet
in the event, we have zi < 1 for both in-jet and out-of-
jet particles. Moreover, we count the values (÷i, „i) of
out-of-jet particles relative to the leading jet axis.

A. Quark vs. gluon jet tagging

We consider events with quark and gluon di-jet topolo-
gies by considering both direct and resolved processes
that result in qq-, qq̄-, or gg-initiated di-jets, as described
in Section III A. We then train PFNs using either (i) the
particles in the leading jet, (ii) the particles in both the
leading and subleading jet, or (iii) all particles in the
event with pT,particle > 0.1 GeV.

Figure 9 shows the classification performance of quark
vs. gluon jet event topologies when trained with only the
leading jet particles. Models trained with the leading jet

FIG. 10. ROC curves for quark vs. gluon event tagging at the
EIC with PFNs including PID information and considering as
input to the PFN either the leading jet particles, the leading
and subleading jet particles, or all particles in the event with
pT,particle > 0.1 GeV. Here we consider quark and gluon di-
jets in low-Q2 protoproduction events containing qq, qq̄, gg

topologies. The leading jet is required to be p
jet
T 1 > 8 GeV, the

subleading jet to be p
jet
T 2 > 5 GeV, and the third leading jet to

be p
jet
T 3 < 4 GeV, see Figure 1.

particles correspond most closely to previous studies of
the classification of quark vs. gluon single jets [19, 135].
We consider a PFN trained with PID information, as
well as an IRC-safe EFN, which performs slightly worse
than the PFN, which is typical in quark vs. gluon jet
classification at the LHC. While the performance at the
low EIC jet energies considered here is lower than quark
vs. gluon classification with high-pjet

T jets at the LHC, the
PFN and EFN still are able to achieve substantial classi-
fication performance and large improvements compared
to single observables such as the jet mass. Additionally,
we compare the a DNN that uses IRC-safe EFPs with
dimension d = 7 as input, which gives a performance that
approaches that of the deep set models.

Figure 10 shows the classification performance of quark
vs. gluon jet event topologies as the subleading jet par-
ticles and out-of-di-jet particles are added to the PFN
training input. As the subleading jet particles and out-of-
di-jet particles are added to the PFN training input, the
performance significantly increases.

B. Direct vs. resolved processes and improved
constraints on photon structure

Next, we consider discriminating events that arise from
direct vs. resolved photoproduction processes. The direct
processes correspond to those where the low-Q2 quasi-real
photon directly participates in the hard-scattering pro-
cess. Instead, the resolved process corresponds to the case

Komiske, Metodiev, Thaler, JHEP 04, 013 (2018)

ML performance not as good as at 
LHC, but still reasonably good

Komiske, Metodiev, Thaler, JHEP 01 (2019) 121

AUC EIC LHC
Particle Flow Network 0.79 0.91
Energy Flow Network 0.76 0.88

Energy Flow Polynomials 0.75 0.89

https://doi.org/10.1007/JHEP01(2019)121
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FIG. 1. Illustration of the jet production processes considered in this work. Left: High-Q2 electron-proton scattering. At leading
order, the final state consists of the scattered electron and a single jet originating from di�erent quark flavors. Right: Low-Q2

photoproduction, where we include both the direct and the resolved contribution. At leading order, the final state consists of
the scattered electron in the forward direction close to the beam axis and a di-jet pair, which can be initiated by both quarks
and gluons. In both cases, the transverse momentum of the jets is measured relative to the beam axis in the laboratory frame.

say fi
+, we expect

⁄ 1

0
dz

1
H

‹(3)
1,fi+/u(z) + H

‹(3)
1,fi+/d(z)

2
¥ 0 . (7)

As the flavor of the jet corresponds to the flavor of the frag-
menting parton, up to higher order corrections in QCD,
this cancellation is relevant when we consider for example
the distribution of identified hadrons inside jets [66–70].
In particular, one can study azimuthal asymmetries that
involve the correlation of the transversity PDF and the
Collins fragmentation function of the hadron inside the
jet [71, 72]. Therefore, in order to avoid the cancellation
in Eq. (7), we propose that a machine learned classifier
can be used to tag the flavor of the observed jet. More-
over, recently Refs. [73, 74] proposed to measure spin
asymmetries similar to the Collins asymmetry directly
using jets instead of identified hadrons. Analogous sum
rules as in Eq. (6) apply that are expected to lead to
small spin asymmetries. In order to address this problem,
Refs. [73, 74] proposed the use of the jet charge as an
additional measurement, which avoids large cancellations
between di�erent quark flavors. Here we also propose that
the use of machine learning-based classification of the jet
flavor can enhance the size of the asymmetry compared
to more traditional observables.

We expect that various other measurements and science
goals of the EIC and RHIC will greatly benefit from
machine learned classifiers that can identify the jet flavor
or the hard-scattering event. While some of them will be
discussed in this work, we leave more detailed quantitative
studies of the following topics for future work:

• Quark flavor and quark vs. gluon jet identification
can help to improve the sensitivity to the longitudi-
nally polarized gluon distribution �g. In particular,
it may be possible to distinguish the positive and
negative solutions for �g that were found in recent
global analyses [75]. See also Refs. [76–80] for recent
discussions and experimental results.

• Quark vs. gluon jet classification may help to im-
prove measurements of the gluon Sivers function at
RHIC and the future EIC [64, 81].

• The techniques discussed here may also improve
searches of physics beyond the Standard Model at
the EIC [82–84]. For example, in Ref. [85] jet charge-
weighted TSSAs were proposed in this context.

• Exclusive / di�ractive processes involving jets can
provide constraints on GPDs and Wigner func-
tions [86–88]. We expect that machine learning
based classifiers may help to better pin down these
higher-dimensional parton distribution functions
along with knowledge about the exact kinematics
of the di-jet events [89, 90].

B. Maximizing the size of spin asymmetries

In the previous Section, we discussed several areas
where machine learning-based jet and event flavor tagging
can play an important role to support the EIC and RHIC
science programs. We implicitly adopted a “UV definition”
of the jet flavor. In this case, the flavor of a jet is defined
as the hard parton that initiates the jet and it can directly
be used in Monte Carlo event generators. The machine
learning algorithm is then trained to recover the assigned
flavor label from the IR physics, i.e. the hadrons that
make up the jet [91]. There are theoretical ambiguities
associated with this approach [16] and since the UV label
of the jet flavor is not accessible experimentally, machine
learning algorithms have to be trained on simulated data.
This definition has been widely used for machine learn-
ing studies of jet classification at the LHC and various
approaches have been developed to minimize the biases
of this approach. For example, data-driven methods [92]
and weakly supervised learning [93] have been introduced,
which are tailored toward the physics goals at the LHC.

In the spin physics context, we propose an alternative
approach to directly train the machine learning algorithms

Hard process tagging
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FIG. 9. ROC curves for quark vs. gluon jet tagging at the
EIC using the leading jet information from quark and gluon
di-jets in low-Q2 protoproduction events containing qq, qq̄, gg

topologies. The leading jet is required to be p
jet
T 1 > 8 GeV, the

subleading jet to be p
jet
T 2 > 5 GeV, and the third leading jet

to be p
jet
T 3 < 4 GeV, see Figure 1. We consider several models:

(i) PFN including PID information, (ii) EFN, (iii) DNN with
EFPs for two di�erent dimensions d, and (iv) jet mass.

photoproduction events, see Figure 1) can be captured
by observables like the jet pull [30, 31].

We consider two examples of event classification in this
Section. In both cases, we use low-Q2 photoproduction
events that contain a di-jet signal with the transverse
momentum of the leading jet required to be p

jet
T 1 > 8 GeV

and the subleading jet to be p
jet
T 2 > 5 GeV, as described in

Section III A. First, we consider the classification quark
vs. gluon jet topologies by discriminating qq or qq̄ di-
jet topologies from gg topologies. Second, we consider
the classification of direct vs. resolved photoproduction
processes. Similar to the in-jet particles, we normalize the
transverse momentum of out-of-jet particles relative to
the leading jet transverse momentum zi = pT i/p

jet
T 1. Since

we divide by the transverse momentum of the leading jet
in the event, we have zi < 1 for both in-jet and out-of-
jet particles. Moreover, we count the values (÷i, „i) of
out-of-jet particles relative to the leading jet axis.

A. Quark vs. gluon jet tagging

We consider events with quark and gluon di-jet topolo-
gies by considering both direct and resolved processes
that result in qq-, qq̄-, or gg-initiated di-jets, as described
in Section III A. We then train PFNs using either (i) the
particles in the leading jet, (ii) the particles in both the
leading and subleading jet, or (iii) all particles in the
event with pT,particle > 0.1 GeV.

Figure 9 shows the classification performance of quark
vs. gluon jet event topologies when trained with only the
leading jet particles. Models trained with the leading jet

FIG. 10. ROC curves for quark vs. gluon event tagging at the
EIC with PFNs including PID information and considering as
input to the PFN either the leading jet particles, the leading
and subleading jet particles, or all particles in the event with
pT,particle > 0.1 GeV. Here we consider quark and gluon di-
jets in low-Q2 protoproduction events containing qq, qq̄, gg

topologies. The leading jet is required to be p
jet
T 1 > 8 GeV, the

subleading jet to be p
jet
T 2 > 5 GeV, and the third leading jet to

be p
jet
T 3 < 4 GeV, see Figure 1.

particles correspond most closely to previous studies of
the classification of quark vs. gluon single jets [19, 135].
We consider a PFN trained with PID information, as
well as an IRC-safe EFN, which performs slightly worse
than the PFN, which is typical in quark vs. gluon jet
classification at the LHC. While the performance at the
low EIC jet energies considered here is lower than quark
vs. gluon classification with high-pjet

T jets at the LHC, the
PFN and EFN still are able to achieve substantial classi-
fication performance and large improvements compared
to single observables such as the jet mass. Additionally,
we compare the a DNN that uses IRC-safe EFPs with
dimension d = 7 as input, which gives a performance that
approaches that of the deep set models.

Figure 10 shows the classification performance of quark
vs. gluon jet event topologies as the subleading jet par-
ticles and out-of-di-jet particles are added to the PFN
training input. As the subleading jet particles and out-of-
di-jet particles are added to the PFN training input, the
performance significantly increases.

B. Direct vs. resolved processes and improved
constraints on photon structure

Next, we consider discriminating events that arise from
direct vs. resolved photoproduction processes. The direct
processes correspond to those where the low-Q2 quasi-real
photon directly participates in the hard-scattering pro-
cess. Instead, the resolved process corresponds to the case

Can use this method to tag resolved 
photoproduction contributions

Significant improvement when adding 
subleading jet and out-of-jet particles

We classify hard processes 
generating /  vs.  di-jets:qq qq̄ gg

, , , , qq → qq qq̄ → qq̄ gg → qq̄ γ*T g → qq̄ γ*L g → qq̄

vs.
, ,qq̄ → gg gg → gg
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Improve jet flavor tagging performance: constrain TMDs, photon PDF, …
Maximize the size of spin asymmetries or cold nuclear matter effects — train directly on data
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Summary

Machine learning can improve access to hadron structure and spin physics at the EIC

Large performance boost from ML for strange and charm tagging when PID is included
Large performance boost by including soft, out-of-jet particles

PYTHIA6 indicates that classification performance remains reasonably good at EIC

Outlook: Study model-dependence and connect ML results to theory

Design analytically tractable observables and/or incorporate classifiers into global fits
Explore ML architectures — data set to be made public soon
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Constraining TMDs with jet flavor tagging
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Determining the flavor of a jet allows stronger 
constraints on TMDs by avoiding spin 
asymmetry cancellations of different flavors u d s c g

q
Example: Collins fragmentation function

Schäfer-Teryaev sum rule:

One usually measures identified hadrons to avoid e.g.  cancellation with π+ π−

Tagging jet flavor will allow stronger constraints on Collins fragmentation function

4

of applications of jet tagging that can gain stronger con-
straints with machine learning methods. In Section II B,
we outline a proposal to enhance spin asymmetries with
machine learning that is largely independent of model
biases.

A. Maximizing jet flavor tagging performance

The measurement of longitudinal and transverse spin
asymmetries provides constraints on the spin decomposi-
tion of the proton. Using QCD factorization, initial and
final state spin e�ects can be disentangled within global
analyses of the available data. As a representative exam-
ple, we consider TSSAs where one of the incoming protons
is transversely polarized, see Eq. (1). These asymmetries
are generally small due to the cancellation of di�erent
parton contributions with opposite sign. In particular,
measurements of Sivers [46] and Collins [47] asymmetries
are often close to zero due to large cancellations between
di�erent PDFs and fragmentation functions.

As discussed also in Section I, since these asymmetries
are small, experimental measurements at RHIC and the
future EIC are challenging. Due to the relatively large
experimental uncertainties, the measured asymmetries
are often small or consistent with zero. Measurements
have been performed by STAR using di-jet correlations
p

ø + p æ dijets + X [37, 38] as well as with single-
inclusive measurements by PHENIX and STAR using
pions p

ø + p æ fi + X, jets, open heavy-flavor mesons and
photons [48–52]. Theory calculations corresponding to the
di-jet measurements have also recently been performed [53–
55].

The reason for the small size of the asymmetries is due
to approximate cancellations which can be understood
from momentum sum rules. In the following, we will
consider the Schäfer-Teryaev sum rule [56, 57] and the
Burkardt [58–60] sum rule that are satisfied by the Collins
and Sivers functions, respectively. Both of these sum rules
state that average transverse momentum should sum to
zero when summed over either the outgoing hadron flavors
(Collins) or incoming quark flavors (Sivers). We note that
the derivation of these sum rules involves bare quark
and gluon operators and it is therefore unknown how
much the sum rules are violated due to renormalization.
Nevertheless, they provide an intuitive understanding of
the large cancellations between di�erent quark flavors to
first order.

First, we consider the Sivers function f
‹a
1T (x, k̨

2
T ), which

describes the longitudinal x and transverse momentum
kT anisotropy of partons inside a transversely polarized
proton. Here the superscript a = q, q̄, g denotes the
parton inside the proton. Including appropriate prefactors
and formally integrating over the transverse momentum
dependence, we find

f
‹(1)a
1T (x) =

⁄
d2

k̨T
k̨

2
T

2M2 f
‹a
1T (x, k̨

2
T ) , (3)

where M is the proton mass. The Burkardt sum rule
for the Sivers function states that the following integral
vanishes [59]

ÿ

a=q,q̄,g

⁄ 1

0
dxf

‹(1)a
1T (x) = 0 . (4)

Under the assumption that the valence quark distribu-
tions dominate, the Burkardt sum rule leads to u and
d-quark Sivers functions that have opposite signs and sim-
ilar magnitudes. This expected behavior of the u and d

quark Sivers functions has been confirmed by recent global
analyses [61–63]. At the EIC, the Sivers function can be
measured for example in lepton-jet correlations [64, 65].
In order to obtain larger spin asymmetries, and hence
a greater sensitivity to the underlying Sivers function,
we propose that machine learning-based classifiers can
be included to isolate the contribution of di�erent quark
flavors.

Second, we consider the Collins fragmentation function
H

‹
1,h/q(z, P̨

2
‹) as an example of spin-dependent dynamics

in the final state where large flavor cancellations are
expected. It describes the longitudinal z and transverse
momentum P‹ distribution of a final-state hadron that
originates from a transversely polarized parton. After
integrating out the transverse momentum dependence, we
find

H
‹(3)
1,h/q(z) =

⁄
d2

P̨‹
P̨

2
‹

Mh
H

‹
1,h/q(z, P̨

2
‹) , (5)

where Mh is the mass of the observed hadron. The Schäfer-
Teryaev sum rule for the Collins function states that the
integral over the longitudinal momentum fraction vanishes
after we sum over all hadron species [56, 57]

ÿ

h

⁄ 1

0
dz H

‹(3)
1,h/q(z) = 0 . (6)

The cancellation that results here from summing over
all hadrons is typically avoided by measuring identified
hadrons in the final states e.g. by measuring fi

+ and fi
≠

cross sections separately [51]. Nevertheless, there can be
further cancellations, which can be seen as follows. For
simplicity, we now assume that isospin symmetry holds
and we assume that the light parton-to-pion fragmen-
tation process dominates. In this case, only two frag-
mentation channels remain. The favored fragmentation
functions are pion fragmentation functions for a valence
parton u or d, i.e. H

‹
1,fi+/u or H

‹
1,fi≠/d, respectively, and

the unfavored fragmentation functions are pion fragmenta-
tion functions of u or d that are not a valence parton, i.e.
H

‹
1,fi≠/u or H

‹
1,fi+/d. Assuming that the fragmentation of

light partons to pions dominates, this then implies that
the favored and unfavored contributions cancel according
to the Schäfer-Teryaev sum rule in Eq. (6) for a given
parton. If we now choose to measure an identified hadron,

However the fragmentation functions still contain large parton flavor cancellations:

5

FIG. 1. Illustration of the jet production processes considered in this work. Left: High-Q2 electron-proton scattering. At leading
order, the final state consists of the scattered electron and a single jet originating from di�erent quark flavors. Right: Low-Q2

photoproduction, where we include both the direct and the resolved contribution. At leading order, the final state consists of
the scattered electron in the forward direction close to the beam axis and a di-jet pair, which can be initiated by both quarks
and gluons. In both cases, the transverse momentum of the jets is measured relative to the beam axis in the laboratory frame.

say fi
+, we expect

⁄ 1

0
dz

1
H

‹(3)
1,fi+/u(z) + H

‹(3)
1,fi+/d(z)

2
¥ 0 . (7)

As the flavor of the jet corresponds to the flavor of the frag-
menting parton, up to higher order corrections in QCD,
this cancellation is relevant when we consider for example
the distribution of identified hadrons inside jets [66–70].
In particular, one can study azimuthal asymmetries that
involve the correlation of the transversity PDF and the
Collins fragmentation function of the hadron inside the
jet [71, 72]. Therefore, in order to avoid the cancellation
in Eq. (7), we propose that a machine learned classifier
can be used to tag the flavor of the observed jet. More-
over, recently Refs. [73, 74] proposed to measure spin
asymmetries similar to the Collins asymmetry directly
using jets instead of identified hadrons. Analogous sum
rules as in Eq. (6) apply that are expected to lead to
small spin asymmetries. In order to address this problem,
Refs. [73, 74] proposed the use of the jet charge as an
additional measurement, which avoids large cancellations
between di�erent quark flavors. Here we also propose that
the use of machine learning-based classification of the jet
flavor can enhance the size of the asymmetry compared
to more traditional observables.

We expect that various other measurements and science
goals of the EIC and RHIC will greatly benefit from
machine learned classifiers that can identify the jet flavor
or the hard-scattering event. While some of them will be
discussed in this work, we leave more detailed quantitative
studies of the following topics for future work:

• Quark flavor and quark vs. gluon jet identification
can help to improve the sensitivity to the longitudi-
nally polarized gluon distribution �g. In particular,
it may be possible to distinguish the positive and
negative solutions for �g that were found in recent
global analyses [75]. See also Refs. [76–80] for recent
discussions and experimental results.

• Quark vs. gluon jet classification may help to im-
prove measurements of the gluon Sivers function at
RHIC and the future EIC [64, 81].

• The techniques discussed here may also improve
searches of physics beyond the Standard Model at
the EIC [82–84]. For example, in Ref. [85] jet charge-
weighted TSSAs were proposed in this context.

• Exclusive / di�ractive processes involving jets can
provide constraints on GPDs and Wigner func-
tions [86–88]. We expect that machine learning
based classifiers may help to better pin down these
higher-dimensional parton distribution functions
along with knowledge about the exact kinematics
of the di-jet events [89, 90].

B. Maximizing the size of spin asymmetries

In the previous Section, we discussed several areas
where machine learning-based jet and event flavor tagging
can play an important role to support the EIC and RHIC
science programs. We implicitly adopted a “UV definition”
of the jet flavor. In this case, the flavor of a jet is defined
as the hard parton that initiates the jet and it can directly
be used in Monte Carlo event generators. The machine
learning algorithm is then trained to recover the assigned
flavor label from the IR physics, i.e. the hadrons that
make up the jet [91]. There are theoretical ambiguities
associated with this approach [16] and since the UV label
of the jet flavor is not accessible experimentally, machine
learning algorithms have to be trained on simulated data.
This definition has been widely used for machine learn-
ing studies of jet classification at the LHC and various
approaches have been developed to minimize the biases
of this approach. For example, data-driven methods [92]
and weakly supervised learning [93] have been introduced,
which are tailored toward the physics goals at the LHC.

In the spin physics context, we propose an alternative
approach to directly train the machine learning algorithms

e.g. Arratia, Kang, Produkin, Ringer PRD 201 7, 074015 (2020)
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FIG. 5. ROC curves for u vs. d jet flavor tagging using
using PFNs with PID information for jets with p

jet
T > 10 GeV

and di�erent cuts on the minimum pT,particle required of jet
constituents.

in Eq. (15) were proposed in Refs. [26, 117]. Theoreti-
cal work on defining the flavor of jets can be found in
Refs. [118–122]. Experimental measurements at the LHC
can be found in Refs. [123–125]. In Figure 2, we show the
jet charge distributions for the LO DIS jets considered
in this Section. The jet charge is able to distinguish jets
initiated by quarks of di�erent electric charge reasonably
well, such as u from d, s, whereas it is a relatively poor
discriminator for u vs. c since they have the same electric
charge, and similarly for q vs. g (not shown here). The
jet charge thereby serves as a reference to which the per-
formance of our machine learning-based algorithms can
be compared.

In order to study the role of PID information and
charge information, we consider three variations of the
information input to the PFN training:

• “PFN w/ PID”: pi = (zi, ÷i, „i, PIDi) ,

• “PFN w/ charge”: pi = (zi, ÷i, „i, Qi) ,

• “PFN w/o PID, charge”: pi = (zi, ÷i, „i) .

We note that the “PFN w/ charge” classifier uses the
same experimental information as the jet charge, whereas
the “PFN w/ PID” uses full PID information, which is not
used by the jet charge. Similarly, we consider varying the
minimum transverse momentum of jet constituents input
to the PFN training, varying between pT,particle = 0.1≠0.4
GeV. While we do not consider the exact PID capabil-
ities or single-particle e�ciencies of the proposed EIC
detectors, these variations provide a first-order estimate
of the importance of PID and minimum particle trans-
verse momentum detection capabilities and serve as an
initial quantification of the value that may be gained in
jet tagging performance by investing in improved PID or
minimum particle transverse momentum capabilities.

FIG. 6. ROC curves for u vs. d jet flavor tagging using PFNs
with PID information for jets with p

jet
T > 10 GeV, using either

in-jet information as input or using both in-jet and out-of-jet
information as input. We consider two di�erent cuts on the
minimum pT,particle required of both the in-jet and out-of-jet
particles, which illustrate that soft out-of-jet particles play a
significant role in boosting the classification performance.

A. u vs. d quark jets

To begin, we consider the classification of u vs. d ini-
tiated jets. Our results are shown in Figure 4. We find
that while the jet charge is a fairly good discriminator
of u vs. d jets, the PFN (which uses the full four-vector
information of the final-state particles) improves the per-
formance when either charge information is included or
even more so when PID information is included. When
neither PID nor charge information is included, the clas-
sifier cannot significantly distinguish u jets from d jets
in PYTHIA6. The increase in performance when adding
PID information rather than charge information is fairly
small, especially noting that experimental PID capabili-
ties are not perfectly e�cient as assumed in our studies.
We will see in Section IV C, however, that for strange and
charm quark jet identification, PID information provides
a substantial improvement in performance.

Next, we consider the role of the minimum transverse
momentum of jet constituents input to the PFN training.
Figure 5 shows the results when varying the minimum
threshold between pT,particle > 0.1 ≠ 0.4 GeV. We find
only a minor di�erence in the classifier performance when
varying the minimum pT,particle between 0.1 GeV and 0.4
GeV, suggesting that the minimum pT,particle detector
requirements are not essential for classifying jet flavor
using the in-jet information. We will see, however, in
the next Section that this has a stronger impact when
considering the out-of-jet particles.
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where the parton content of the photon is resolved and
only quarks and gluons are involved in the hard-scattering
process that produces the di-jet pair in the final state.
The resolved process provides access to the nonperturba-
tive parton-in-photon PDF, which is of particular interest
at the future EIC. While the unpolarized di-jet photopro-
duction cross section has been measured at HERA by the
H1 Collaboration [136], the polarized cross section will
be measured for the first time at the EIC and the helic-
ity parton-in-photon PDFs are currently unconstrained
from experimental data. See Refs. [102, 103, 137–139] for
theoretical work on the partonic structure of photons in
the context of the future EIC.

An approximate separation of the direct and resolved
contribution can significantly enhance the sensitivity to
the nonperturbative parton-in-photon PDF. Traditionally,
this separation has been achieved by measuring a multi-
di�erential cross section including the kinematic variable
x“ , which is defined in terms of the electron energy and
the di-jet transverse momenta and rapidities [136, 137].
At LO in QCD, x“ corresponds to the momentum fraction
of the parton inside the photon such that for x“ æ 1(0),
the direct (resolved) process dominates. Instead, here we
propose that the performance can be augmented using a
machine learning-based binary classifier that can make
use of the full event information.

In order to explore this approach, we train a PFN to
distinguish the direct vs. resolved photoproduction pro-
cesses using the leading and subleading jet information.
We consider events with the same quark and gluon di-
jet topologies described in the previous Section except
additionally including qg-initiated di-jets in addition to
qq-, qq̄-, and gg-initiated di-jets. Figure 11 shows the
classification performance of direct vs. resolved photopro-
duction processes. We find that the performance is worse
than the quark vs. gluon di-jet topology classification
shown in the previous Section, which is unsurprising given
that the direct and resolved contributions contain both
quark and gluon jets. We furthermore find that the im-
pact of supplying PID information to the PFN is almost
negligible in this case. It would be instructive to com-
bine the information of the “QCD-inspired” variable x“

with the machine-learned classifier described here. Note
that in Fig. 11 we have not included information from
the electron. In addition, it would be interesting to com-
bine the tagging of the direct vs. resolved process with
jet flavor identification as discussed in previous Sections.
This would allow for a flavor separation of the parton-
in-photon PDFs. We note that a flavor separation based
on identified hadrons inside the di-jets was employed in
Ref. [137]. We leave the exploration of these topics as
well as quantitative impact studies at the EIC for future
work.

FIG. 11. ROC curves for direct vs. resolved process tagging
at the EIC. Here we consider quark and gluon jets produced
in low-Q2 photoproduction events, see Figure 1.

VI. CONCLUSIONS AND OUTLOOK

We have presented first studies of machine learning
based jet and event classification using simulated events
at the EIC. While the performance of jet flavor classi-
fication is more challenging than with high transverse
momentum jets at the LHC, machine learning-based clas-
sification algorithms o�er important advantages in per-
formance and many prospects for interpretability. We
found that machine learning algorithms outperform tra-
ditional observables used to identify jet flavor, such as
the jet charge. In order to provide input to the detector
specifications at the EIC, we investigated the impact of
PID information, charge information, and minimum par-
ticle transverse momentum requirements. We found that
providing charge information is su�cient for u vs. d jet
classification, but that PID information gives a large im-
provement to strange and charm jet tagging capabilities.
We found that soft particles with 0.1 < pT < 0.4 GeV
have only minor impact when jet flavor classification is
performed using in-jet particles, but that out-of-jet soft
particles give substantial improvement to the classifica-
tion performance. The studies performed here can be
extended to a full detector simulation and additional kine-
matics. Future detailed studies on the impact of PID
for strange and charm quark-initiated jets may be use-
ful, such as investigating whether it is important for the
all particles to be identified or whether a small number
of leading particles is responsible for most of the flavor
tagging performance. Another future direction is the ex-
ploration of di�erent machine learning architectures. In
this work, we limited ourselves to algorithms that have
been known to perform well in the LHC environment.
The jet quark flavor classification could also be extended
from binary classification to multi-label classification for
all quark flavors simultaneously.

We have proposed several applications in which these
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FIG. 8. ROC curve (left) and PR curve (right) for uds vs c jet flavor tagging using the jet charge and PFNs for jets with
p

jet
T > 10 GeV and pT,particle > 0.1 GeV. We consider several variations of the input to the PFN, providing either PID information

for all particles, charge information for all particles, or neither. The dashed black lines correspond to a random classifier.

decay products of exclusive charm hadrons or by tagging
displaced vertices. A large literature exists on charm-jet
tagging algorithms, but we will not pursue performance
comparisons here [129–132].

Figure 7 shows the results for ud vs. s jet classification
with final-state particle decay lifetimes of c· > 1 cm and
c· > 10 cm, respectively. We find several notable di�er-
ences compared to the u vs. d classification. First, the
PFN with PID dramatically outperforms the jet charge.
We also provide as a reference a simple “Leading strange
tagger” which classifies the jet flavor purely based on
whether the highest pT particle in the jet is a strange
hadron. The PFN also dramatically outperforms this.
This provides a clear illustration of the value of machine
learning-based jet flavor identification. Second, the overall
performance of ud vs. s tagging is significantly improved
when PID information is provided relative to charge in-
formation, especially when the weakly decaying strange
hadrons with c· > 1 cm are included as input to the PFN.
If only charge information is supplied, the performance
decreases substantially. This provides a clear illustration
that PID information is highly valuable to obtaining the
best possible strange-jet tagging performance. We leave
further study, such as whether providing PID information
of the leading particle rather than all particles, which
could substantially lessen the experimental e�orts, to fu-
ture work. Third, if neither PID nor charge information
is provided, the performance is yet again substantially
worse – however it is still notably better than in the u vs.
d case. This illustrates the relative importance of particle
identification vs. fragmentation in determining the jet
flavor – since when neither PID nor charge information is
provided the machine learning algorithm can only learn
from the di�erences in fragmentation between ud and s

jets.
Figure 8 shows the results for uds vs. c jet classifica-

tion. In this case, the jet charge is not expected to be

a good discriminator, since u (which dominates the uds

sample) and c jets have the same electric charge. We find
similarly strong performance of the PFN classifier when
PID information is included, with an even larger benefit
of providing PID information relative to charge informa-
tion. Additionally, we note that the PFN that is supplied
with neither PID nor charge information performs better
than the previous cases, illustrating that the amount of
information in the fragmentation pattern unrelated to
particle PID or charge plays an increasing role for heavier
quarks, as expected [133, 134].

V. HARD PROCESS TAGGING

The classification of the underlying hard process is of-
ten of primary interest instead of the classification of a
single jet. To do this, we propose to not only utilize the
particles inside the reconstructed jet but to also take as
input particles outside the jet, similar to the studies done
in Section IV B and shown in Figure 3. Note that we
still require a jet with a given transverse momentum to
identify the entire event to ensure the presence of a hard-
scale, which allows for the interpretation or applicability
of perturbative techniques in QCD. The additional infor-
mation contained in the dynamics of particles outside the
reconstructed jet can generally increase the performance
of the machine learning algorithm. We note that event
type classification using triggers and machine learning
was discussed in Ref. [4] and references therein. Di�erent
than Ref. [4], we aim here at identifying the underlying
hard process in the event at parton level. As discussed
in Section III B above, the in-jet information that is used
to train machine learned classifiers can be captured by
complete sets of observables like N -subjettiness and EFPs.
Similar observable bases can be constructed for out-of-
jet information and correlations between jets (such as in

For charm: fragmentation 
pattern increasingly 
important, but PID is crucial

We use precision-recall metric since 
there are ~20x more  than 

Precision  Purity
Recall  Efficiency

uds c
↔

↔

Random classifier
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FIG. 7. ROC curve (left) and PR curve (right) for ud vs s jet flavor tagging using the jet charge and PFNs for jets with p
jet
T > 10

GeV and pT,particle > 0.1 GeV. We consider several variations of the input to the PFN, providing either PID information for all
particles, charge information for all particles, or neither. All curves are constructed from particles with a decay length c· > 1
cm (in which the weakly-decaying strange hadrons K

0
S , �0

, �0
, �≠

, �±
, �≠ and their associated antiparticles are undecayed),

except the curve labeled c· > 10 cm, which is constructed from particles with a decay length c· > 10 cm (in which the above
weakly-decaying strange hadrons are decayed). The dashed black lines correspond to a random classifier.

B. Out-of-jet information

The motivation of machine learned-jet classification
at the EIC and RHIC is quite di�erent compared to
the LHC. For example, at the LHC di-jet reference pro-
cesses can be used as calibration and the resulting classi-
fier can be applied to identify jets in multi-jet events to
search for physics beyond the Standard Model. Instead,
at RHIC and the EIC the focus will be on improving for
example measurements of spin asymmetries as discussed
above or to improve constraints on cold nuclear matter
e�ects. Therefore, at RHIC and the EIC, the classifier
does not need to be limited to the particles inside the
identified jet. We note that event-wide information was
also used in classification studies at the LHC, see for ex-
ample Refs. [126, 127]. In this Section, we investigate how
the performance can be improved by not only making use
of the particles inside the jet but also out-of-jet particles
to classify the jet flavor, as shown in Figure 3. While we
have used a relatively large jet radius R = 1.0 in these
studies, this choice is somewhat arbitrary and neglects
the role of large-angle radiation and correlations across
the entire event. We therefore compare the performance
of a PFN supplied with only in-jet particles to that of a
PFN supplied with both in-jet and out-of-jet particles.

Figure 6 shows the results of this comparison. We
show the comparison for two di�erent minimum pT,particle
thresholds, 0.1 GeV and 0.4 GeV. We find that the di�er-
ence between the in-jet classifier and the in-jet + out-of-
jet classifier is significant for the case pT,particle > 0.1
GeV, whereas the di�erence is almost negligible for
pT,particle > 0.4 GeV. This suggests that the soft out-
of-jet particles play a significant role in boosting the
classification performance – despite that the soft in-jet

particles had little impact (see Figure 5). This motivates
further study of the origin and role of out-of-jet radiation,
since our results suggest it can provide a significant boost
in jet (or event) flavor tagging performance. In Section V
we will revisit the role of out-of-jet particles in order to
classify the underlying hard process of the event.

C. Strange and charm

We now turn to the identification of strange- and charm-
quark initiated jets. Since strange- and charm-initiated
jets are considerably more rare than up- or down-initiated
jets (for our kinematics, the relative u :d :s :c ratios are
approximately 33:5 :1 :2), we quantify the classification
performance using both the ROC curve and the precision-
recall curve. In fact, strange jets are even more rare than
charm jets, since despite that the proton PDF contains a
larger quantity of strange than charm, the overall cross
section for charm is larger due to its larger electric charge.

Strange and charm jets also di�er from up and down
jets in that strange and charm hadrons have limited decay
lifetimes. In the case of strange quarks, there are a
variety of weakly decaying strange hadrons with lifetimes
1 cm < c· < 10 cm (namely K

0
S , �0

, �0
, �≠

, �±
, �≠

and their associated antiparticles) which therefore decay
on a length scale comparable to the size of the innermost
tracking layers of collider experiments [128]. We therefore
will contrast the classification performance depending
on whether the PFN is provided the undecayed strange
hadrons or only the decay products of these hadrons. In
the case of charm quarks, on the other hand, all charm
hadrons decay with lifetimes much shorter than c· = 1
cm, and cannot be directly detected by experiments but
rather must be reconstructed using the invariant mass of
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FIG. 8. ROC curve (left) and PR curve (right) for uds vs c jet flavor tagging using the jet charge and PFNs for jets with
p

jet
T > 10 GeV and pT,particle > 0.1 GeV. We consider several variations of the input to the PFN, providing either PID information

for all particles, charge information for all particles, or neither. The dashed black lines correspond to a random classifier.

decay products of exclusive charm hadrons or by tagging
displaced vertices. A large literature exists on charm-jet
tagging algorithms, but we will not pursue performance
comparisons here [129–132].

Figure 7 shows the results for ud vs. s jet classification
with final-state particle decay lifetimes of c· > 1 cm and
c· > 10 cm, respectively. We find several notable di�er-
ences compared to the u vs. d classification. First, the
PFN with PID dramatically outperforms the jet charge.
We also provide as a reference a simple “Leading strange
tagger” which classifies the jet flavor purely based on
whether the highest pT particle in the jet is a strange
hadron. The PFN also dramatically outperforms this.
This provides a clear illustration of the value of machine
learning-based jet flavor identification. Second, the overall
performance of ud vs. s tagging is significantly improved
when PID information is provided relative to charge in-
formation, especially when the weakly decaying strange
hadrons with c· > 1 cm are included as input to the PFN.
If only charge information is supplied, the performance
decreases substantially. This provides a clear illustration
that PID information is highly valuable to obtaining the
best possible strange-jet tagging performance. We leave
further study, such as whether providing PID information
of the leading particle rather than all particles, which
could substantially lessen the experimental e�orts, to fu-
ture work. Third, if neither PID nor charge information
is provided, the performance is yet again substantially
worse – however it is still notably better than in the u vs.
d case. This illustrates the relative importance of particle
identification vs. fragmentation in determining the jet
flavor – since when neither PID nor charge information is
provided the machine learning algorithm can only learn
from the di�erences in fragmentation between ud and s

jets.
Figure 8 shows the results for uds vs. c jet classifica-

tion. In this case, the jet charge is not expected to be

a good discriminator, since u (which dominates the uds

sample) and c jets have the same electric charge. We find
similarly strong performance of the PFN classifier when
PID information is included, with an even larger benefit
of providing PID information relative to charge informa-
tion. Additionally, we note that the PFN that is supplied
with neither PID nor charge information performs better
than the previous cases, illustrating that the amount of
information in the fragmentation pattern unrelated to
particle PID or charge plays an increasing role for heavier
quarks, as expected [133, 134].

V. HARD PROCESS TAGGING

The classification of the underlying hard process is of-
ten of primary interest instead of the classification of a
single jet. To do this, we propose to not only utilize the
particles inside the reconstructed jet but to also take as
input particles outside the jet, similar to the studies done
in Section IV B and shown in Figure 3. Note that we
still require a jet with a given transverse momentum to
identify the entire event to ensure the presence of a hard-
scale, which allows for the interpretation or applicability
of perturbative techniques in QCD. The additional infor-
mation contained in the dynamics of particles outside the
reconstructed jet can generally increase the performance
of the machine learning algorithm. We note that event
type classification using triggers and machine learning
was discussed in Ref. [4] and references therein. Di�erent
than Ref. [4], we aim here at identifying the underlying
hard process in the event at parton level. As discussed
in Section III B above, the in-jet information that is used
to train machine learned classifiers can be captured by
complete sets of observables like N -subjettiness and EFPs.
Similar observable bases can be constructed for out-of-
jet information and correlations between jets (such as in
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Jet observables and IRC safety

However, usually only those combinations that 
obey infrared-collinear (IRC) safety 
are calculable in perturbative QCD

We are free to construct any observable 
from the jet’s constituents

e.g. λκ
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i∈jet

zκ
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e.g. λκ=1
α>0 = ∑

i∈jet
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i

θi =
Δy2 + Δφ2

R

zi =
pT,i

pT,jet

R θi, zi

ω ∼ 0
θ ∼ 1

ω ∼ 1
θ ∼ 0

Insensitive to soft/collinear emissions



James Mulligan, LBNL INT Workshop on Machine Learning for Nuclear Theory March 31, 2022 27

IRC-safe vs. IRC-unsafe physics

IRC-unsafe information contains 
significant discriminating power

We compare the IRC-unsafe network 
(PFN) to an IRC-safe network (EFN)

Figure 2. Classification performance of pp vs. AA jets quantified in terms of ROC curves using
IRC-unsafe PFNs and IRC-safe EFNs. The jet samples in pp and AA collisions are obained from
Pythia 8 [68] and Jewel [70, 71].

layers with 100 nodes each. For each dense layer we use the ReLU activation function [106]

and we use the softmax activation function for the final output layer of the classifier. We

train the neural networks using the Adam optimizer [107] with learning rates ranging from

10�3 to 10�4. We use the binary cross entropy loss function [108], and train for 10 epochs

with a batch size of 500. We find no significant changes in performance when changing the

size of the layers, latent space dimension, learning rate, and batch size by factors of 2-10.

For each reconstructed jet, we record the transverse momentum, rapidity and az-

imuthal angle (pT i, yi,�i) of each particle i inside the jet. Following Ref. [86], we perform

a preprocessing step to simplify the training process. We rescale the transverse momenta

of each particle inside the jet with the total transverse momentum of the observed jet. In

addition, we center the rapidity and azimuthal angles of the particles in the jet with respect

to the jet direction. The jet axis is determined using the E-scheme [109]. Here we only

consider PFNs without PID and we leave a more detailed exploration for future work. We

benchmark our setup using the quark- vs. gluon-jet data set provided in Ref. [110] as well

as our own generated quark and gluon samples with PYTHIA8, finding compatible results

with Ref. [86].

Figure 2 shows the ROC curve for pp vs. AA jets using the PFNs and EFNs. The

AUC is 0.860 for the PFN and 0.675 for the EFN. Since PFNs can e�ciently make use

of all the available information, we use them as a benchmark for the other classification

techniques discussed below.
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Hard vs. soft physics

Figure 4. ROC curves for jets in pp vs. AA collisions using the N -subjettiness basis. For
comparison we also show the result obtained using the classifier based on PFNs.

jets, however, for pp vs. AA jets we expect that there is significant information contained

in the soft physics due to sensitivity to the surrounding medium in AA case. We note

that this observation is generally in agreement with the large di↵erence between PFNs and

EFNs found in Section 3.1. Our findings suggest that it will be necessary to measure new

soft-sensitive jet substructure observables in heavy-ion collisions to fully make use of the

available information recorded by the experimental collaborations. This information can

be accessed by N -subjettiness observables for large values of N . We emphasize again that

while the conclusions here are model-dependent, we are confident that a similar analysis

can be performed with experimental data. In addition, we note that the studies here do

not include the heavy-ion background, which poses a major obstacle in measurements of

soft physics. We will discuss the impact of the heavy-ion underlying event in more detail

in Section 6.

3.2.2 Energy Flow Polynomial basis

EFPs were introduced in Ref. [96] as an (over)complete linear basis of IRC-safe jet sub-

structure observables. They are multi-particle correlators which can be indexed with multi-

graphs G = (V,E) with V vertices and E edges. For a jet with M particles, the EFPG is

defined as

EFPG =
MX

i1=1

· · ·

MX

iV =1

zi1 · · · ziV
Y

(k,l)2E

✓ikil . (3.5)
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By balancing the tradeoff of discriminating power and complexity, 
we can design the most strongly modified calculable observable

Figure 8. Distributions of observables in pp and AA collisions which have already been mea-
sured by experimental collaborations and examples of the machine-learned observables using the
N -subjettiness and EFP basis.

The corresponding ROC curve and the distribution of this ML-learned observable are shown

in Figs. 7, 8, respectively. We find that despite the simplicity of the machine-learned EFP

observable, it outperforms the other “traditional” observables. The intriguing aspect of

observables which involve a relatively small number of EFPs, as in Eq. (4.7), are that they

are generally analytically tractable within perturbative QCD.

5 Information loss: the underlying event and background subtraction

The large, fluctuating underlying event produced by the QGP causes notorious experi-

mental and theoretical challenges in heavy-ion collisions – in particular, by limiting which

observables can be reliably measured. Typically, background subtraction procedures are

applied in order to mitigate this problem. Systematic uncertainties associated with the

subtraction are estimated in order to adequatly capture the lack of exact knowledge of

which particles arise from the underlying event, and which from the jet.

From the perspective of information content, this presents two distinct mechanisms by

which the information in jet quenching can be lost. First, the fluctuating underlying event

can be viewed as a source of noise. One cannot distinguish particles arising from underlying

– 18 –
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can then measure and calculate designed observables using traditional methods
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Figure 7. ROC curves for the Lasso regression using the N -subjettiness basis and EFPs. For
comparison we also show the result for typical observables in heavy-ion collisions.

The regularization parameter � provides a handle to balance the performance of the

classifier with the simplicity of the resulting observable. When � is small, a product

observable with strong classification performance but many terms will be found, and as

� is increased, a product observable with decreased classification performance but fewer

terms will be found. The convergence of the Lasso regression can be slow for a large

parameter space which is why we limit ourselves here to a relatively small number of input

observables. For several values of �, we find the following observables without background

for M = 15 in our Monte Carlo model studies:

� =0.5 : O
ML
N�sub = ⌧ (1)14 , (4.3)

� =0.1 : O
ML
N�sub =

⇣
⌧ (1)10

⌘0.071⇣
⌧ (1)11

⌘0.157⇣
⌧ (1)14

⌘0.649
⌧ (2)14 , (4.4)

� =0.01 : O
ML
N�sub =

⇣
⌧ (0.5)2

⌘0.608⇣
⌧ (2)4

⌘�0.186
⇥ ...⇥ ⌧ (2)14 (23 terms) . (4.5)

Since we can rescale the exponents by an overall factor without changing the performance

of the classifier, we choose the exponent of the rightmost factor in Eq. 4.2, in this case ⌧ (�)14 ,

as 1 for all values of �.

We find that the Lasso regression generally prefers large values of N . For su�ciently

large values of �, we find that the Lasso regression always picks only one observable which

turns out to be one of the N -subjettiness observables with the largest allowed value of N .

When � is lowered gradually, the Lasso regression adds additional N -subjettiness observ-

able with intermediate values of N . If we further lower �, the Lasso regression eventually
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Information loss due to background

Figure 9. ROC curves for PFNs trained with (i) PYTHIA8/JEWEL jets, (ii) jets clustered from a
combination of PYTHIA8/JEWEL events with a thermal background, with event-wide constituent
subtraction applied (Rmax = 0.25), (iii) PYTHIA8/JEWEL jets only considering jet constituents
with pT > 1 GeV, and (iv) jets clustered from a combination of PYTHIA8/JEWEL events with a
thermal background, only considering jet constituents with pT > 1 GeV, with event-wide constituent
subtraction applied (Rmax = 0.25).

event from those correlated to the jet, and so to the extent that the noise distribution

overlaps with the signal distribution, the ability to distinguish the two is irrecoverably

reduced. Second, background subtraction algorithms themselves can cause information

loss. Since background subtraction inherently involves removal of particles from the jet,

and one does not have exact knowledge of which particles arise from the underlying event,

this procedure strictly results in information loss.

The jet classification methods used in Section 3 can be used to evaluate the magnitude

of each of these contributions. Within the context of the parton shower models considered,

we assess the overall impact of the underlying event on the jet classification performance

by comparing a PFN trained only on the hard jet particles to a PFN trained on the

combination of jet and background particles (after performing constituent subtraction).

Figure 9 shows that there is a dramatic decrease in the classification power due to the

presence of the underlying event. We also plot PFNs trained on jet particles with pT >

1 GeV. Comparing the ROC curves with and without this requirement, we find that in the

case without background, a large discrimination power resides in the soft physics – whereas

in the case with background, the presence of soft information makes no di↵erence. That is,

in the presence of background, su�ciently soft discrimination is no longer useful – and the

discrimination is dominated by hard physics. This observation presents a delicate challenge
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Delicate challenge: soft information crucial, yet 
background prevents from being accessed

Figure 11. ROC curves comparing the performance with (i) Hard jet particles only, (ii) Hard jet
particles and background particles, with constituent subtraction applied (for two di↵erent values of
Rmax, and (iii) Hard jet particles and background particles, without any background subtraction
applied

possible, even to the extent of unfolding full events and thereby enabling the training of a

classifier directly on corrected particles.

There are several additional challenges in performing these measurements compared

to the Monte Carlo studies presented above. First, the detector conditions between the

proton-proton and heavy-ion data taking periods may be di↵erent – and the classifier will

naively learn these di↵erences. Second, in the pp � AA jet sample, one must ensure that

only soft particles – and not hard jets – enter the distribution from the embedded heavy-ion

event. Third, the size of the jet sample is limited by the available statistics recorded by

the experiment, which in turn can limit the performance of the classifier. These challenges

are each surmountable, and we are optimistic that such an analysis can be performed at

the LHC.

We propose that each of the three complementary studies in Sections 3-5 can be per-

formed on experimental data:

• Measuring the ROC curve. The measured ROC curve can serve as an observable

that can be compared to Monte Carlo event generators. Moreover, the distribution

of information content with complete sets of jet substructure observables can provide

a di↵erential test of jet quenching models, to the extent that highly soft-sensitive

observables, such as high-N N -subjettiness or high-dimension EFPs, can be reliably

measured in the presence of the heavy-ion underlying event.
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