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Analysis Overview

2

• Search for new heavy resonance Y (~TeV) decaying to an SM Higgs ( ) and a new particle X 
(~100s GeV) 

- X and H are highly boosted: reconstruct as large-R jets (R=1.0) 

• Machine learning highlights
1. Unsupervised learning for signal model-agnostic X tagging  
2. Neural net-based tagging of boosted H→  topology 
3. DNN-based reweighting procedure for data-driven background estimation 

• Previous search in Y→XH signature using 36 fb-1 [1709.06783]: no significant excesses 
- Assumed X decays to : generated this final state as our primary signal grid for supervised tagging benchmark

→ bb̄

bb̄

qq̄
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Why Anomaly Detection?
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A Word on Jets
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• Jets = sprays of hadronic particles reconstructed with clustering into a cone  
•Higher mass exclusions for new particles + high energy machine = high momentum 
outputs  
- Boosting = collimation of decay byproducts  (multiple decays may overlap & reco as a 

single jet) 
- Substructure: synthesizing correlations between jet constituents to determine particle 

content in “fat” (large radius) jet 

?1

?2

?3

•But, what if we don’t know the characteristics of our signal?  
-  A broad search for “new physics” means we want to be sensitive to 

anything not predicted by the Standard Model (and perhaps, not even 
predicted by us) 

• Still make general categorizations, eg. two-jet resonance search 
scanning mres
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1 Introduction

The Standard Model (SM) provides a framework for understanding fundamental particles and interactions
that has been remarkably predictive of experimental results over several decades. The 2012 discovery of
the Higgs boson [1, 2] completed the sequence of particles predicted by the SM. However, many mysteries
remain, such as the nature of dark matter and the origin of matter-antimatter asymmetry, which confirm the
need for new physics beyond the Standard Model (BSM).

The sensitivity of the Higgs boson mass to radiative corrections implies either extreme fine-tuning in
the model or the existence of new physics at an energy scale not far above the Higgs boson mass. This
theoretical motivation, coupled with the existing experimental mass reach of the Large Hadron Collider
(LHC) at CERN, motivates searches for new particles with O(TeV) masses. Because the Higgs boson
couples to mass, it is natural to expect that these new heavy particles may have decays to a Higgs boson.

A search is presented here for a new TeV-scale narrow-width boson Y, which decays to a Standard Model
Higgs � and a new particle X with a mass on the weak scale. A fully hadronic final state is assumed for
both particles. Tagging of the boosted Higgs to two 1-quarks (� ! 11̄ tagging) is applied to enhance the
signal using the highest branching fraction decay of the Higgs boson. A novel jet-level implementation of
anomaly detection based on an unsupervised machine learning architecture is used to select X particles
based solely on their incompatibility with the expected SM background. This selection of the X is not
strongly dependent on its mass, thus the analysis is sensitive to X masses spanning several orders of
magnitude, from O(10) GeV to O(1) TeV. A Feynman diagram for this process can be found in Figure 1,
where the X can have a variety of hadronic decays. A nominal benchmark decay of - ! @@̄ is generated to
provide an interpretation framework for the results. The masses of the parent and daughter particles yield a
kinematic scenario where the final state particles are highly Lorentz-boosted, motivating a reconstruction
using large-radius (large-R) jets and the use of jet substructure to distinguish the boson decay products. An
orthogonal resolved reconstruction is used to recover sensitivity to topologies where the X is less boosted
and reconstructed as small-radius (small-R) jets, significantly extending the region of sensitive phase space.
As the signal is resonant, it can be detected via a “bump hunt" on the invariant mass of the reconstructed
daughter particles.

H

Y

X

b̄

b

Figure 1: Feynman diagram of the target signal process, where the Y is produced in the initial ?? collision and
decays to a fully hadronic final state via a SM Higgs boson � ! 11̄ and a new particle X . The only assumption
applied to the X decay is that it yields a hadronic final state.

Though model-independent in nature, this search is motivated by several key extensions to the Standard
Model which predict heavy diboson resonances. Examples of such theories include extended gauge
symmetry models [3], warped extra dimensions [4–6], or two Higgs doublet models [7]. Signals are
generated with a simplified model based on spin-1 Heavy Vector Triplets (HVT) [8] which reproduces a
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Autoencoders for Jets
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Autoencoders for AD
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•Autoencoder: generative model that encodes input in lower-dimensional 
latent space, decodes from latent space, and checks reconstruction error
•Variational autoencoder: perform Bayesian inference by sampling from a 
multivariate Gaussian latent space 
•Variational RNN: recurrent neural network (RNN) that updates a VAE latent 
space at each time step; accommodates variable-length input sequences VAE Cell
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Figure 2. A Variational Autoencoder with a Gaussian latent space parametrization.

where ✏ is sampled from a unit isotropic normal distribution ✏ ⇠ N (0, 1) [10].

The VAE loss function includes both a reconstruction error term as well as an additional Kullback-
Leibler (KL)-Divergence term from a chosen prior distribution p(z) to the approximate posterior
distribution q(z|x):

L = |y � x|2 + DKL(q(z|x)||p(z)). (1.3)

For the prior, it is common to choose a unit isotropic Gaussian centered at the origin, as the KL-
Divergence from a Gaussian prior to a Gaussian approximate posterior takes on a closed form
solution [11].

Variational Autoencoders provide a number of improvements over standard Autoencoders, both as
generative models [10] and as anomaly detection tools [12]. The inclusion of a KL-Divergence
term in the loss function motivates the architecture to more appropriately model unique classes of
data. It also acts as another discriminatory metric, as anomalous elements are expected to have
both a large reconstruction error and a large KL-Divergence when compared to nominal elements.

While VAEs have shown promise in the task of jet-level anomaly detection, they have a number of
drawbacks. Most notably, VAEs are a fixed-length architecture, and cannot accommodate a variable
number of inputs. When modeling jets via their constituent four-vectors, it becomes necessary to
only process at most N constituents, and zero-pad the input layer when processing a jet with
a number of constituents less than N . In classifier models, this is common and benign, as the
loss function depends only on the output of the network and the ground truth that it is trying to
reproduce. However, in a VAE, the input layer’s neuron values are a part of its loss function (due to

– 4 –
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N-Subjettiness: ɒN

20

� Correlates with the ability for a jet to be accurately reconstructed using N sub-
jets of a smaller radius

� Ratios of ɒN/ ɒN-1 anti-correlate with N-pronged substructure

t->Wb->qqb

• Autoencoder: generative model that encodes input in lower-dimensional latent 
space, decodes from latent space, and checks reconstruction error 

- Train over data (mostly QCD)  
- Model jets by their constituent 4-vectors: jet substructure is an anomalous feature 
- Order constituents by clustering step: sequence information is relevant!

N-Subjettiness: ɒN
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jets of a smaller radius

� Ratios of ɒN/ ɒN-1 anti-correlate with N-pronged substructure

t->Wb->qqb

1. QCD  
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error  
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anomalous

• Autoencoder: generative model that encodes input in lower-dimensional latent 
space, decodes from latent space, and checks reconstruction error 

- Train over data (mostly QCD)  
- Model jets by their constituent 4-vectors: jet substructure is an anomalous feature 
- Order constituents by clustering step: sequence information is relevant!

N-Subjettiness: ɒN
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� Correlates with the ability for a jet to be accurately reconstructed using N sub-
jets of a smaller radius
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Identifying Anomalous Jets
25

Two-Prong Three-ProngQCD QCD

2. t→Wb
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• Variational RNN: recurrent neural network (RNN) that updates a VAE latent space 
at each time step; accommodates variable-length input sequences 

• Define anomaly score per jet as a function of the KL divergence loss term: 
 

➡ VRNN paper published using LHC Olympics dataset [2105.09274]

AS = 1 − e−DKL
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Figure 1. A Variational Recurrent Neural Network cell. The x(t) and y(t) layers represent respectively
the input constituent and reconstructed constituents’ four-momentum components pT , ⌘, and �. The
phix and phiz layers are feature-extracting layers which encode a representation of the features in the
input layer x(t) and latent space z respectively. h(t � 1) represents the current time-step’s hidden
state, which is updated each iteration via a transition function between h(t�1, phix, and phiz carried
out by a Gated Recurrent Unit (GRU). At each timestep, the prior distribution defined by µt and �t

is determined from the current hidden state

In Black Box 2, our model shows no significant excesses. Furthermore, the behavior of

the Event Score consistently a�ects the distributions of both Black Box 2 and the Background

dataset. It is important to note that the model was trained independently on each dataset,

and the resulting Event Scores are from entirely unique sets of network weights.

Figure 6 shows our results for Black Box 3. Our model is specifically sensitive to boosted

final states, and as a result, we are insensitive to the signal present in this Black Box.

0.3 Lessons Learned

This challenge presented a highly accessible avenue for development of our model. We are

particularly surprised by the e�ect of our pre-processing method on the performance of the

3

Figure 3. A Variational Recurrent Neural Network cell.

The details of the VRNN architecture used in this study are as follows: the number of neurons in
each intermediate layer, including the hidden state and feature extracting layers, but not including
the latent space and its µ and � layers, is 16. The latent space is chosen to be two-dimensional.
Since constituent four-vectors of jets are being modeled, the input x(t) and output y(t) layers are
three dimensional, corresponding to the pT , ⌘,and � of each constituent. ReLU [16] activations are
used in each layer of the network, except for � and �t, which have softmax [16] activations, and z

and y(t), which have linear activations.

The constituents of an input jet are processed sequentially, one per time-step. Each time-step
contributes a loss based on the VAE loss function:

L(t) = MSE + �DKL, (2.7)

where � is a factor which weights the KL-Divergence contribution relative to the MSE reconstruc-
tion loss.

Since harder constituents contribute more information toward the identification of jet substructure,
� is defined to be be a function of constituent pT fraction such that lower pT constituents obtain a
lower weight in the loss function. Furthermore, since a constituent’s pT fraction depends directly on

– 7 –

VRNN Cell

origin, but rather a multivariate Gaussian whose means and variances in each dimension are
determined from the current time-step’s hidden state.

The inclusion of a learned, time-dependent prior distribution is an important component of the
VRNN architecture. Without this feature, the decoder network would only be able to access in-
formation about the current time-step from the hidden state, and the loss function would motivate
the posterior distributions for each time-step to be identical. As a result, this allows the VRNN the
flexibility to model complex structured sequences with high variability, as is expected from a jet
represented by a sequence of constituent four-vectors. In more detail, each time-step’s latent space
prior distribution parameters µt and �t are functions of the current time-step’s hidden state [13]:

zt ⇠ N (µt, �t), where µt, �t = fprior(ht�1). (2.2)

Similarly, the latent space approximate posterior is defined by parameters µ and � which are func-
tions of the input’s extracted features �x and the hidden state ht�1:

z ⇠ N (µ, �), where µ, � = fpost.(�x, ht�1). (2.3)

The generated output is then decoded from features extracted from the latent space distribution
�z = f(z), while also being conditioned on the hidden state:

y(t) = fdec(�z, h(t � 1)). (2.4)

A loss for each time-step L(t) can then be computed by incorporating both the reconstruction
error between the input constituent x(t) and generated output constituent y(t), as well as the KL-
Divergence between the approximate posterior z and the learned prior zt. A constant � is also
included which weights the KL-Divergence term’s contribution to the loss:

L(t) = |y(t) � x(t)|2 + �DKL(z||zt). (2.5)

An overall loss L over the sequence is then computed by averaging the individual time-step losses
over the length of the sequence N :

L =
L(t)

N
. (2.6)

This loss function performs the same role as the VAE’s loss function, acting both as an appropriate
means of optimizing the architecture as well as a discriminatory quantity between nominal and
anomalous elements of the dataset.

– 6 –
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The LHC Olympics 2020: 
A Community Challenge for Anomaly 

Detection in High Energy Physics

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Lawrence Berkeley National Laboratory

bpnachman.com @bpnachman bnachman
bpnachman@lbl.gov

LHC 
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• Train over full Run 2 dataset of large-R jets (R=1.0) with pT > 1.2 TeV  
- Up to 20 constituents ordered by kt splitting + D2, 𝛕32, Split12, Split23 

• Evaluate over four substructure hypotheses to verify degree of model dependence 
- 2 prong, 3 prong, heavy flavor ( ), and dark jets (Pythia Hidden Valley Model A)  

➡ Use a flat cut of AS > 0.5 as SR definition for broad sensitivity enhancement: 
competitive with D2 on 2-prong signals and ~10x better for dark jets 

bb̄

SR

Jet Anomaly Score

Tow
ards Run-3: U

nique Signatures

•Top physics
•

4-top event [Radbound]
•

M
onotop

[LIP/Valencia]
•M

ulti-lepton final states [Oslo]
•CW

oLa
A->BC (round 2) [1902.02634]

•Unusual jet signatures
•

Sem
i-visible jets [SVJ][2112.02864] [2006.08639]

•
Displaced jets [HDM

I]
•Pileup events [Geneva]

2 Septem
ber 2022

E. Busch
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Sem
i-visible jet

M
ulti-lepton

Possible Signal Jet Models

B-Tagging
21

� b quarks hadronize into b-mesons which 
have sufficient lifetime to travel 
~centimeters in the detector
� Can be identified by a characteristic 

displaced secondary vertex

� For boosted particles decaying to two b
quarks, can use the neural-network-based 
XbbScore to identify the particle
� �������ǣ����������՜ܾ തܾ

Identifying Anomalous Jets
25

Two-Prong Three-ProngQCD QCD

6
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Neural Net H→  Taggingbb̄
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• First use of ATLAS neural net-based double b-tag algorithm to select 
Higgs vs. dijet or top backgrounds [ATL-PHYS-PUB-2020-019] 

- Train over large-R jet pT/η and up to 3 subjet b-tagging scores 
- Outputs: three class probabilities → discriminant DHbb 

➡ Tag Higgs boson using 60% WP and ftop=0.25 as per central FTag 
recommendation

J. Gonski8 February 2021 �21

Xbb2020
•Neural net-based double b-tag algorithm to select Higgs vs. dijet or top 

- Inputs = large-R jet pt & η, DL1r info of up to three leading subjets 
- Outputs: three class probabilities → discriminant DXbb

•HbbTagTool available in AB ≥ 21.2.108 to add output score decorations 
- Requirements: 201903 DL1r training (on VR track jets), ghost VR association link 

(see eg. FTAG5) 
• Implementation, recommendation, and calibration details on BoostedXbbTagging twiki

J. Gonski15 September 2020 �3

Xbb2020
•Neural net-based double b-tag algorithm to select Higgs vs. dijet or top 

- Inputs = large-R jet pt & η, DL1r info of up to three leading subjets 
- Outputs: three class probabilities → discriminant DXbb

•HbbTagTool available in AB ≥ 21.2.108 to add output score decorations 
- Requirements: 201903 DL1r training (on VR track jets), ghost VR association link (see 

eg. FTAG5) 

➡ Next step: recommendation. What WPs to offer/calibrate? (PUB used 60%) 
- Analysis feedback collected in multi-group survey 

ATLAS DRAFT

Figure 2: The model output. not reweighted yet

cl, bc, bl and bb. Jets from the top samples are dominated by the bl component, followed by ll, with107

additional contributions from bb, cl and cc.108

The DL1r algorithm supplies three predictions corresponding to the b-jet, c-jet, and light jet probability for109

each subjet. The algorithm for double-b-tagging combines the three DL1r predictions for up to three VR110

track-jets in each large-R jet. In addition to b-tagging information, the pT and ⌘ of the large-R jets is used111

as input. For training, the distributions of the transverse momentum of the large-R jets are resampled such112

that they match for all processes, preventing the model from learning the di�erent kinematic properties of113

the jets as well as avoiding the introduction of jet weights in the network.114

The model used for double-b-tagging is a fully connected deep neural network, with 6 fully connected115

hidden layers with rectified linear units [16]. did Wei use dropout or batch norm?.A final softmax layer is116

used to predict one of three class outputs: pH , pQCD and pt . The model was trained using the stochastic117

gradient descent with early stopping on ����� [17] and ���������� [18] backend.118

5 Performance119

The performance of the new algorithm is evaluated in terms its e�ciency for H ! bb̄ tagging and corre-120

sponding background rejection (1/e�ciency), considering either top or multijet processes as backgrounds.121

The three class output can be combined into a single discriminant variable defined as follows:122

DXbb = ln
pH

ftop · pt + (1 � ftop) · pQCD
(1)

where ftop determines the fraction of top background. A di�erent definition can be used in order to perform123

top tagging against a multijet background. Both the Higgs and top samples are reweighted such that their124

jet pT distribution matches the QCD jet pT spectrum as shown in Figure ??.125

Figure 2(a) shows the discriminant calculated for jets in the Higgs, top and multijet samples, for a ftop126

value of 0.25. For comparison, the minimum DL1r discriminant is shown on Figure 2(b).127

Figure 3 shows the signal e�ciency and corresponding background rejection, for several cut values of128

DXbb, evaluated for either multijet or top backgrounds and for ftop = 0, 0.25. The same cuts described129
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ATLAS DRAFT

Figure 2: The discriminant distribution, for the double b-tagging algorithm DXbb (left) and DL1r benchmark (right).

where ftop determines the fraction of top background, set to ftop = 0.25 unless otherwise specified.130

Variations 1 can be tuned to select any of the three large-R jet species in various proportions. Figure 2131

shows this discriminant calculated for jets in the Higgs, top and multijet samples.132

Both DL1r and MV2 can identify boosted Higgs candidates by requiring discriminants over a given133

threshold for the two highest pT subjets, or, equivalently, requiring that the minimum discriminant value134

between those two jets be above the same threshold. For comparison, figure 2 also shows the minimum135

DL1r discriminant value for the two highest pT subjets, corresponding to a two–b-tag requirement.136

Evaluation of the DXbb performance is performed on samples with all the selection criteria from Section 3,137

as well as the Higgs mass requirement defined in Section 4. Both the Higgs and top samples are reweighted138

such that their jet pT distribution matches the multijet pT spectrum as shown in Figure 1.139

Jets are considered tagged when either DXbb or the minimum of the two subjet discriminants are above140

some fixed threshold. Figure 10 shows the signal e�ciency and corresponding background rejection for141

all possible values of this threshold, evaluated for either multijet or top backgrounds. For the full range142

of signal e�ciencies, DXbb achieves a higher multijet and top background rejection when compared to a143

DL1r double–b-tag. Specifically, DXbb achieves multijet (top) rejection of 94 (27) at a signal e�ciency of144

60%, an increase of a factor of 2.0 (2.5) with respect to DL1r. Figure 4 shows the relative improvement of145

background rejection of DXbb over the MV2 algorithm as a function of large-R jet pT and H ! bb̄ tagging146

e�ciency.147

Assuming a fixed tagging threshold, both background rejection and signal e�ciency is expected to vary as148

a function of large-R jet pT. The choice of tagging threshold is arbitrary, however, and can be varied as a149

function of pT. To remove this extra degree of freedom and quantify the discrimination power of each150

tagger, figure 5 shows the rejection of multijet and top backgrounds with the tagging threshold adjusted to151

60% Higgs e�ciency across the full pT spectrum.152

Since the DXbb algorithm was not trained on features that are strongly correlated with large-R jet mass,153

such as substructure variables, the correlation of DXbb and mass is expected to be small. Figure 6 shows154

the shape of the large-R jet mass distribution, before and after selection on DXbb on the H ! bb̄ and dijet155

samples, as a function of large-R jet mass. In this case a single tagging threshold is chosen to give a 60%156
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Figure 3: Multijet (left) and top-jet (right) rejection as a function of the H ! bb̄ tagging e�ciency, for large-R
(R = 1.0) jet pT > 500 GeV. Performance of the DXbb algorithm is compared to DL1r and to two variants of MV2,
one evaluated on variable-radius (VR, ⇢ = 30 GeV) jets, the other on fixed-radius (FR, R = 0.2) jets. The e�ciency
and rejection are calculated with respect to jets that have already passed pT, ⌘, and mass preselection requirements.

Figure 4: Relative improvement in multijet rejection (left) and top (right) jet rejection as a function of the minimum
large-R jet pT and the H ! bb̄ tagging e�ciency. The baseline algorithm is the minimum MV2 score for the two
leading variable-radius track-jets, while the new algorithm is DXbb with a top fraction ftop = 0.25. The e�ciency and
rejection are calculated with respect to jets that have already passed pT, ⌘ and mass preselection requirements.

The improvements of DXbb become more significant as the jet pT increases, where the decay product162

subjets of the boosted Higgs or top are more likely to be fully contained within the R = 1.0 jet. This163

improvement is illustrated in Figure 4, which shows the relative improvement of background rejection of164

DXbb over the MV2 algorithm as a function of the minimum large-R jet pT and H ! bb̄ tagging e�ciency.165

In both Figures 3 and 4, the tagger performance is heavily influenced by the performance of jets near the166

lower pT threshold, due to the falling pT spectrum shown in Figure 1.167

The pT dependence of the various taggers is further illustrated in Figure 5, which shows the rejection of168

multijet and top jet backgrounds with the tagging threshold adjusted to 60% Higgs e�ciency in each pT169

bin. Across the majority of the pT spectrum DXbb rejects more multijet and top jets than DL1r, which in170
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1 Introduction

The Standard Model (SM) provides a framework for understanding fundamental particles and interactions
that has been remarkably predictive of experimental results over several decades. The 2012 discovery of
the Higgs boson [1, 2] completed the sequence of particles predicted by the SM. However, many mysteries
remain, such as the nature of dark matter and the origin of matter-antimatter asymmetry, which confirm the
need for new physics beyond the Standard Model (BSM).

The sensitivity of the Higgs boson mass to radiative corrections implies either extreme fine-tuning in
the model or the existence of new physics at an energy scale not far above the Higgs boson mass. This
theoretical motivation, coupled with the existing experimental mass reach of the Large Hadron Collider
(LHC) at CERN, motivates searches for new particles with O(TeV) masses. Because the Higgs boson
couples to mass, it is natural to expect that these new heavy particles may have decays to a Higgs boson.

A search is presented here for a new TeV-scale narrow-width boson Y, which decays to a Standard Model
Higgs � and a new particle X with a mass on the weak scale. A fully hadronic final state is assumed for
both particles. Tagging of the boosted Higgs to two 1-quarks (� ! 11̄ tagging) is applied to enhance the
signal using the highest branching fraction decay of the Higgs boson. A novel jet-level implementation of
anomaly detection based on an unsupervised machine learning architecture is used to select X particles
based solely on their incompatibility with the expected SM background. This selection of the X is not
strongly dependent on its mass, thus the analysis is sensitive to X masses spanning several orders of
magnitude, from O(10) GeV to O(1) TeV. A Feynman diagram for this process can be found in Figure 1,
where the X can have a variety of hadronic decays. A nominal benchmark decay of - ! @@̄ is generated to
provide an interpretation framework for the results. The masses of the parent and daughter particles yield a
kinematic scenario where the final state particles are highly Lorentz-boosted, motivating a reconstruction
using large-radius (large-R) jets and the use of jet substructure to distinguish the boson decay products. An
orthogonal resolved reconstruction is used to recover sensitivity to topologies where the X is less boosted
and reconstructed as small-radius (small-R) jets, significantly extending the region of sensitive phase space.
As the signal is resonant, it can be detected via a “bump hunt" on the invariant mass of the reconstructed
daughter particles.

H

Y

X

b̄

b

Figure 1: Feynman diagram of the target signal process, where the Y is produced in the initial ?? collision and
decays to a fully hadronic final state via a SM Higgs boson � ! 11̄ and a new particle X . The only assumption
applied to the X decay is that it yields a hadronic final state.

Though model-independent in nature, this search is motivated by several key extensions to the Standard
Model which predict heavy diboson resonances. Examples of such theories include extended gauge
symmetry models [3], warped extra dimensions [4–6], or two Higgs doublet models [7]. Signals are
generated with a simplified model based on spin-1 Heavy Vector Triplets (HVT) [8] which reproduces a

2

SR

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2020-019/
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Analysis Flow

8

1. Large-R jet trigger: J1(pT) > 500 
GeV and mJJ > 1.3 TeV 

2. Ambiguity resolution: jet with 
highest DHbb score is Higgs 
candidate 

3. X-tagging: AS of X candidate > 
0.5 

- Background estimation + SR in 
single bin of anomaly score 

- Separate 2-prong regions with D2 

‣  SR selection:  
- Higgs tagging: DHbb of H 

candidate > 2.44 
- 75 < mH < 145 GeV 

‣  Background estimation: 
reweighted untagged high 
sideband (HSB0→HSB1)  

‣  Validation: low sideband (LSB)
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Background Estimation

9

• Fully data-driven background estimation (~97% multijet processes) 
• Derived from data template in high Higgs mass sideband that fails H tagger score, 
reweighted to shape in H-tagged region 

• Build DNN to provide a reweight for each event 
- Train inclusively in X-tagging over variables associated to the Higgs large-R jet (4 vector, 

4-vectors of leading & subleading track jets associated to Higgs, # tracks) 
- Minimized on log-likelihood ratio of tagged to untagged regions

These weights are validated using data from the LSB. Figure 6 shows the impact of the reweighting on
distributions of several key analysis variables, using the two-prong merged LSB VR as an example region.
Three curves are shown in total, comparing the LSB0 data before and after DNN reweighting is applied to
the target data distribution in LSB1. These variables are chosen to focus on kinematic variables over which
the background estimation is extrapolated to generate the SR prediction. Good agreement is observed of
the reweighted shapes to the true tagged data in all distributions, suggesting a robust background model.
As the training is performed inclusively of the --tagging, the same conclusion holds for the anomaly and
two-prong resolved LSB regions. Further, as the reweighting is applied to <�� distributions after the X
tagging selection is applied, no extrapolation across ⇡CA :

2 or AS is required, and the method shows similar
background modeling across all three SRs. Any minor residual di�erences between predicted background
and data are covered in the SR by the non-closure systematic uncertainty, described in Section 6.
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Figure 6: Distribution of the H candidate � ?T (a) and [ (b), along with the mass of �- (c) and <�� (d) in the merged
LSB validation region, overlaying data from LSB1 with the data in LSB0 shown before (orange) and after (red)
reweighting. The ratio of the LSB1 data to both the LSB0 data (orange) and the reweighted LSB0 data (red) is shown
in the lower panel. Error bars indicate statistical uncertainties.

6 Systematic uncertainties

Systematic uncertainties are applied to both the data-driven background and the simulated signal. All
background uncertainties are derived using an <�� shape that is inclusive in <-, and applied to each

12

LSB Validation

m(JX) mJJ
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Results

10

• Use BumpHunter for signal model-independence and fit mY in overlapping categories of mX  

• No significant deviations in anomaly region across mX bins 
➡No interpretation in anomaly region (no signal systematics); limits provided from 2-prong SRs

• Interpret in nominal X→qq: upper limit at 95% CL on Y→XH→qqbb cross section across signal grid 
- Sensitive up to 6 TeV in resonance mass 
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Figure 11: The expected (left) and observed (right) 95% CL limits on the cross-section f(?? ! . ! -� ! @@̄11̄)
in pb in the two-dimensional space of <. versus <-, obtained from a simultaneous fit of both merged and resolved
two-prong signal regions with all statistical and systematic uncertainties. A bilinear interpolation procedure is applied
to provide results in between fully simulated signal points. The observed limits range from 0.341 fb for the signal
point (<.= 5000 GeV, <-= 600 GeV) to 1.22 pb for the signal point (<.= 2500 GeV, <-= 2000 GeV).

final states, only the merged two-prong region is considered for this comparison. 95% CL upper limits
on the production cross section of six benchmark signals, including three . ! -� points and the three
alternate jet topologies, are generated for both of these SRs. As systematic uncertainties on the signal
e�ciency of the anomaly score are not assessed, this comparison is performed using only statistical
uncertainties and a post-fit background estimation in the limit calculation. Since the merged region uses
⇡

CA :
2 and thus explicitly tags on the two-prong substructure of the X in the generated . ! -� grid, it

is possible that these regions will outperform the fully unsupervised approach on the . ! -� signals.
For points where the X is highly boosted and thus the anomaly score is most sensitive, the upper limit on
the cross section is approximately the same across the merged and anomaly SRs, while the two-prong
⇡

CA :
2 selections together give stronger limits across the rest of the . ! -� generated phase space. The

signal model-independent aspect of the anomaly detection used in the anomaly SR is evident through
improved limits on the alternative substructure signals. Notably, for the dark jets this factor of improvement
is approximately 20, which underlines the strength of the model-independent approach particularly for
signals that are challenging to characterize with existing high-level variables.

While these results cover areas of phase space that have not been previously studied directly by other
searches, some analysis selections are highly correlated to those of other recent ATLAS dijet resonance
searches. The <- bin of [75.5, 95.5] would be sensitive to the +� resonance hadronic final state, which is
covered by a dedicated analysis using the same dataset [57]. The approach here di�ers in both vector boson
tagging and Higgs boson tagging approaches, but provides a similar 95% CL upper limit on the production
cross section of a 3 TeV resonance. Due to its generality, the anomaly SR is expected to be sensitive to the
same signatures as the weakly supervised dijet resonance search [58], though a direct comparison is not
provided due to the assumptions made here of the Higgs boson mass and decay.

9 Conclusion

A search is performed for a heavy new boson Y decaying to a new particle X and a Standard Model Higgs
boson in 139 fb�1 of LHC Run 2 data collected by the ATLAS detector. The analysis focuses on a fully

19

Y→XH→qqbb Cross Section Limit 
mY

https://arxiv.org/pdf/1101.0390.pdf
https://lhco2020.github.io/homepage/
https://lhco2020.github.io/homepage/
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Discussion Topics & Future Outlook

11

❖ How to interpret results from unsupervised taggers? 
- We plan to provide cross section limits on signals injected in anomaly region, 

without signal systematics, only for the purpose of comparison to a supervised 
approach in this specific analysis context  

- Is it a well-defined task to use anomaly regions to compare sensitivity for a given 
model to a dedicated supervised search?  

❖ How to provide appropriate analysis preservation? 
- Can upload model files & post-training weights as HEP Data  

- Depending on the tagger, this is still not sufficient to reinterpret with other models 

‣ Presence of signal model in training dataset could have unspecified consequences 
on tagger performance

  

https://lhco2020.github.io/homepage/
https://lhco2020.github.io/homepage/
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Conclusions

12

• Demonstrated an application of the VRNN architecture to 
classify anomalous jets via data-driven unsupervised learning 

• Integrated jet-level anomaly score into ATLAS search  
- Broadened sensitivity to a variety of new physics jet topologies  

➡ First application of unsupervised machine learning to an 
ATLAS analysis & many others in the works!

  

https://lhco2020.github.io/homepage/
https://lhco2020.github.io/homepage/


J. Gonski2 November 2022

Backup

13
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Background Systematic Uncertainties

14

• All background systematics are determined inclusively in mX, and then applied to 
each exclusive mX bin  

1. DNN Source Systematic
- Difference in resulting mJJ distribution due to the choice of training region  

- O(1-10)% effect across mJJ 

2. DNN Bootstrap Systematic  

- Statistical error from neural network performance determined via the bootstrap procedure  

- O(1)% effect across mJJ  

3. Non-Closure Systematic
- Determined in the LSB as the difference between reweighted LSB0 and LSB1 data, with 

smoothing 

- Characterizes additional mis-estimation of data in the VR after determining weighting 
parameters from the HSB  

- Negligible for low mJJ, O(10)% effect in the tails  
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Signal Systematic Uncertainties

15

• Flat luminosity uncertainty of 1.7% (as measured with 
LUCID)  

• Jet uncertainties implemented with standard variations from  

jet/𝐸𝑚𝑖𝑠𝑠 CP group  

- Included for both large-R (merged and resolved) and small-R 
(resolved only) jets 

- Rtrk Baseline, Modeling, Tracking, TotalStat, Closure 
uncertainties  

- JER Mass and pT variations  
• PDF variation uncertainties 

- ISR/FSR included as flat 3% uncertainty  

• XbbSF uncertainties 



J. Gonski2 November 2022

Statistical Analysis

16

• Fit mY across overlapping categories of mX 
- Bins chosen based on signal mass resolution 

• Use BumpHunter as signal model-independent “excess finder” [1101.0390] 
- No significant (p-val < 0.01) excess across mX bins in the LSB VR
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Figure 7: Reconstructed <. distributions of the background as determined by a background-only fit and data in the
LSB1 VR, for the anomaly (a), two-prong merged (b), and two-prong resolved (c) selections, in the <- bin [284.5,
322.5] GeV. The ratio of the observed data to the background is shown in the lower panel. The uncertainty band
includes both statistical and systematic e�ects.

16

Fit Strategy
� Fit mY in overlapping bins of mX determined from signal mass resolution

� Two fit strategies for our different signal regions:
� Anomaly: defined with VRNN-based signal-model-independent anomaly score

� Use BumpHunter to provide background compatibility p-value only                        
(no interpretation)

� Two-Prong: defined with D2trk or resolved selection
� Use TRexFitter to fit B-only and S+B
� S+B fits performed in merged and resolved regions simultaneously

� Systematics:
� Background

� Bin-to-bin correlated across mY

� Independently determined in merged and resolved selections
� Signal

� Bin-to-bin correlated across mY

� Correlated between merged+resolved selections

� Background normalization is a floating parameter in the fit
� Individual normalization factor for merged and resolved

17

mX Windows

mX [GeV]

Post-fit LSB

https://arxiv.org/pdf/1101.0390.pdf
https://lhco2020.github.io/homepage/
https://lhco2020.github.io/homepage/
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2-Prong Interpretation

17

  

• Results for Y→XH→qqbb given as upper limit at 95% 
CL on production cross section across signal grid 

• With respect to previous result:  
- Improved limit in highly boosted regime by ~10x 
- Increased upper resonance mass sensitivity from 4 to 

6 TeV 
- Added coverage of unexplored resolved X decay 

phase space

Cross Section Limits
� Asymptotic limits computed using the CommonStatTools package

� Determines limits at 95% C.L. using the CLs method

� Limits calculated for 195 generated signal points
� Bilinear interpolation performed to arrive at final results

� Observed limits range from cross sections of 0.402fb for the signal point (mY = 5000 
GeV, mX = 600 GeV), to 1.33pb for the signal point (mY = 2500 GeV, mX = 2000 GeV).

71

36.1fb-1 exclusion result
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Figure 11: The expected (left) and observed (right) 95% CL limits on the cross-section f(?? ! . ! -� ! @@̄11̄)
in pb in the two-dimensional space of <. versus <-, obtained from a simultaneous fit of both merged and resolved
two-prong signal regions with all statistical and systematic uncertainties. A bilinear interpolation procedure is applied
to provide results in between fully simulated signal points. The observed limits range from 0.341 fb for the signal
point (<.= 5000 GeV, <-= 600 GeV) to 1.22 pb for the signal point (<.= 2500 GeV, <-= 2000 GeV).

final states, only the merged two-prong region is considered for this comparison. 95% CL upper limits
on the production cross section of six benchmark signals, including three . ! -� points and the three
alternate jet topologies, are generated for both of these SRs. As systematic uncertainties on the signal
e�ciency of the anomaly score are not assessed, this comparison is performed using only statistical
uncertainties and a post-fit background estimation in the limit calculation. Since the merged region uses
⇡

CA :
2 and thus explicitly tags on the two-prong substructure of the X in the generated . ! -� grid, it

is possible that these regions will outperform the fully unsupervised approach on the . ! -� signals.
For points where the X is highly boosted and thus the anomaly score is most sensitive, the upper limit on
the cross section is approximately the same across the merged and anomaly SRs, while the two-prong
⇡

CA :
2 selections together give stronger limits across the rest of the . ! -� generated phase space. The

signal model-independent aspect of the anomaly detection used in the anomaly SR is evident through
improved limits on the alternative substructure signals. Notably, for the dark jets this factor of improvement
is approximately 20, which underlines the strength of the model-independent approach particularly for
signals that are challenging to characterize with existing high-level variables.

While these results cover areas of phase space that have not been previously studied directly by other
searches, some analysis selections are highly correlated to those of other recent ATLAS dijet resonance
searches. The <- bin of [75.5, 95.5] would be sensitive to the +� resonance hadronic final state, which is
covered by a dedicated analysis using the same dataset [57]. The approach here di�ers in both vector boson
tagging and Higgs boson tagging approaches, but provides a similar 95% CL upper limit on the production
cross section of a 3 TeV resonance. Due to its generality, the anomaly SR is expected to be sensitive to the
same signatures as the weakly supervised dijet resonance search [58], though a direct comparison is not
provided due to the assumptions made here of the Higgs boson mass and decay.

9 Conclusion

A search is performed for a heavy new boson Y decaying to a new particle X and a Standard Model Higgs
boson in 139 fb�1 of LHC Run 2 data collected by the ATLAS detector. The analysis focuses on a fully
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Figure 6: The (a) expected and (b) observed 95% CL limits on the production cross-section �(pp ! Y ! XH !
qq̄0bb̄) (z-axis) in the two-dimensional space of m(Y) versus m(X).
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Figure 7: Di↵erences between the observed and the expected 95% CL limits on the resonance production cross-
section �(pp! Y ! XH ! qq̄0bb̄), expressed in terms of multiples of �, the equivalent Gaussian significance.

10 Conclusion

A search for new heavy resonances Y decaying into a Higgs boson and a new particle X was carried
out using 36.1 fb�1 of pp collision data collected at

p
s = 13 TeV by ATLAS during the 2015 and

2016 runs of the CERN Large Hadron Collider. The Y ! XH ! qq̄0bb̄ channel was studied using a
generic approach in the topological regime where both bosons are highly Lorentz-boosted, and each is
reconstructed as a single jet with a large radius parameter. Jet substructure and b-tagging techniques are
exploited to tag the X and Higgs bosons and to reduce the dominant multijet background. Values of Y (X)
mass in the range of 1 TeV to 4 TeV (50 GeV to 1000 GeV) were considered.

A search for evidence of an excess in the XH mass spectrum was made in a large number of overlapping
sliding windows in the mass of the X particle. The data are found to be in agreement with the Standard
Model background expectations and only small deviations are observed, with local (global) significance
of no more than 2.5� (1.2�). Within the framework of a modified Heavy Vector Triplet model, upper

14

36.1 fb-1 exclusion result

https://lhco2020.github.io/homepage/
https://lhco2020.github.io/homepage/
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• Goal: Determine an overall global significance – difficulty 
arises from overlapping mx windows  

• 27 Exclusive mY bins and 57 overlapping mX bins = 1539 
analysis bins  

• Make exclusive mX bins from each overlapping 
window  

• Draw N events in each exclusive mX bin where N is 
drawn from a Poisson distribution whose mean is 
the expected background yield in the exclusive bin  

• Sum the yields from each exclusive bin to arrive at 
the yield for each analysis bin  

• The p-value is determined for each analysis bin, 
and the maximum significance recorded  

• This process is repeated N times, where N is the 
total number of events in the SR  

• The global p-value is the fraction of toys with maximum 
significance greater than that observed in data  

Global Significance Strategy
� Goal: Determine an overall global significance Ȃ difficulty arises 

from overlapping mx windows

� 27 Exclusive mY bins and 57 overlapping mX bins = 1539 
analysis bins

� Make exclusive mX bins from each overlapping window

� Draw N events in each exclusive mX bin where N is drawn 
from a Poisson distribution whose mean is the expected 
background yield in the exclusive bin

� Sum the yields from each exclusive bin to arrive at the yield 
for each analysis bin

� The p-value is determined for each analysis bin, and the 
maximum significance recorded

� This process is repeated N times, where N is the total 
number of events in the SR

� The global p-value is the fraction of toys with maximum 
significance greater than that observed in data

74
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Figure 10: The ?-value per <. bin for both two-prong SRs, calculated using only statistical uncertainties. Two
<- bins are shown, [75.5, 95.5] and [113.0, 137.0] GeV, which corresponds to a window containing the ,// and
Higgs boson mass respectively. Events are thus split into merged ,// window (a), merged Higgs window (b),
resolved ,// window (c), and resolved Higgs window (d). The background is determined by a background-only fit
to the data with all statistical and systematic uncertainties included. In both <- windows, the ?-value approximates a
constant value of 0.5 for the high . mass region of the resolved SR, as this region of phase space is far more likely to
produce a highly boosted �- that falls in the merged SR selection.
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Benjamin Nachman

The LHC Olympics 2020: 
A Community Challenge for Anomaly 

Detection in High Energy Physics

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 
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11The dataset

?1

W

?2

?3

Dijet final state (allow for data-driven 
background + complex final state). 

R&D signal

• Developed in simulation via the LHC Olympics community anomaly detection 
challenge [2101.08320]

• LHC Olympics dataset: Pythia generated + Delphes detector simulation (no 
pileup)  

• Signal: 3.5 TeV Z’ → 500 GeV X + 100 GeV Y 
- Two substructure hypotheses: 2-pronged and 3-pronged X/Y decays 

• Reconstruction = two large-radius (R=1.0) jet, leading  pT > 1.2 TeV 
➡VRNN paper published using this dataset [2105.09274]

Figure 13. Two-prong dijet mass distributions before (left) and after (right) requiring the Event Score to ex-
ceed a value of 0.65, at a signal contamination of 1.0%. The Event Score selection provides an improvement
in signal sensitivity from 0.5� to 4� while retaining the smoothly falling background distribution.

Figure 14. Three-prong dijet mass distributions before (left) and after (right) requiring the Event Score to ex-
ceed a value of 0.65, at a signal contamination of 1.0%. The Event Score selection provides an improvement
in signal sensitivity from 0.5� to 1.5� while retaining the smoothly falling background distribution.
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seen most prominently in the 200 to 400 GeV range of jet mass. This indicates that there is a
more significant correlation of D2 with jet mass while the Anomaly Score selection retains more
of the smoothly falling characteristics of the background jet mass distribution. Such a result can
be attributed largely to the boosting method used during pre-processing, as well as to the Anomaly
Score being determined only from jet constituent four-vector information, without any high-level
information being input into the model.

Figure 10. Comparison of the leading jet mass distribution in a contaminated dataset between equivalent
background acceptance selections on Anomaly Score and the D2 variable. The D2 selection causes more se-
vere sculpting in the jet mass distribution than the Anomaly Score, indicating that selections on the Anomaly
Score provide a more faithful representation of the original background mass distribution while still enhanc-
ing the presence of signal-like jets.

Another important study involves the model’s performance over a range of signal contamination
levels. Figure 11 shows the ROC AUC values of both two and three-pronged signal hypotheses
after training on each of the contaminated datasets described in Section 3. At each level of contam-
ination, the VRNN is trained on the leading jets of both the respective two-prong and three-prong
contaminated datasets for 100 epochs.

The resulting trained network is then used to assign an Anomaly Score to each leading jet in the
dataset. AUC values for each level of contamination are determined from a ROC curve built from
1000 randomly selected jets from both the background and signal sets after training. Error bars are
computed by repeating this process 100 times and determining the standard deviation of the result-
ing distribution of AUC values. Notably, the performance is consistent along all contaminations,
and able to distinguish both two and three-pronged signals without any prior substructure hypoth-
esis. The Anomaly Score can therefore be interpreted as a quantity which is capable of adequately
and consistently parametrizing multiple distinct substructure scenarios. This feature is valuable in
model-independent searches, or those without a pre-defined signal substructure hypothesis.

– 16 –

• Dataset = 2-prong % contaminated  
- Selections: D2 < 1.4 / AS > 0.65 (equivalent background rejection)  
- AS creates less mass sculpting than substructure variables 

• In Y→XH→qqbb, cut on D2trk < 1.2 (merged) or > 1.2 (resolved)
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Figure 5: Distributions of �- candidate ⇡
CA :
2 in data after preselection requirements are applied. Also shown are

three . ! -� simulated signals, labelled by the masses of the . and - particles. A value of ⇡CA :
2 = 1.2 therefore

separates the analysis events into merged (< 1.2) and resolved (>1.2) two-prong categories. All distributions are
normalized to unity.

background prediction in the SR.

In total, three SRs and fifteen background estimation regions are used in the analysis. A summary of all
region definitions can be found in Table 1.

Parameter Preselection requirements
<�� [GeV] > 1300

?T(�1) [GeV] > 500
<� [GeV] <�1 > 50 || <�2 > 50

⇡�11 > -2

Signal regions
Merged Resolved Anomaly

<� [GeV] (75, 145)
⇡�11 > 2.44
⇡

CA :
2 < 1.2 > 1.2 -

|�H 91, 92 | - < 2.5 -
?
10;
T - < 0.8 -

Anomaly Score - - > 0.5

Background estimation regions
CR0 HSB0 HSB1 LSB0 LSB1

<� [GeV] (75, 145) (145, 200) (65, 75)
⇡�11 < 2.44 < 2.44 > 2.44 < 2.44 > 2.44

Table 1: Preselection requirements, as well as optimized requirements defining the SRs and background estimation
regions.

The signal search in the two-dimensional space of <. versus <- employs sliding windows of the
�- candidate mass spectrum, dividing the data into a series of overlapping <- ranges for which the
<�� distribution is fit. The choice of binning for <. and <- is chosen based on the expected signal mass
resolution, with modifications to account for limited statistics in data. In the <. spectrum, bins are widened

10
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Figure 4. Leading jet mass vs Anomaly Score distributions before (left) and after (right) applying the
boosting method detailed in Algorithm 1.

3.2 Sequence Ordering

After the boosting step has been performed, the effect of sequence ordering on the input con-
stituents has additionally been investigated. In fixed architecture models, such as VAEs or image-
based Convolutional Neural Networks (CNNs), the ordering of constituents in the list of training
inputs is seldom important. However, in recurrent architectures such as the VRNN, choosing a
sequence ordering method that highlights important sequence features can boost performance.

The objective of this study is to build a model which can differentiate between isotropic jets result-
ing from soft QCD interactions, and jets with multiple cores resulting from the hadronic decay of
boosted objects. Therefore, it is favorable to use a sequence ordering which makes the existence of
multiple hard cores of a jet distinctly apparent. This is achieved by ordering the constituents in kt-
distance order. More specifically, the nth constituent in the list is determined to be the constituent
with the highest kt-distance relative to the previous constituent, with the first constituent in the list
being the highest pT constituent after boosting:

cn = max(pTn�Rn,n�1). (3.1)

The effect on performance due to this choice of constituent ordering can be easily illustrated in
the case of a two-prong jet. In such a case, the sequence will start with a constituent in one of
the two cores of the jet, and be subsequently followed by a constituent belonging to the other core
and so on. This results in an easily predictable pattern which the VRNN is better able to identify,
particularly compared to a QCD jet. The resulting performance difference between pT -sorted and
kt-sorted inputs is shown in Figure 5. Using the same 10% contaminated dataset, the discrimination
between two-prong signal jets and background QCD jets is notably better when the VRNN input
sequence allows for detection of multi-prong substructure early on. It is also important to note
that the signal jets are assigned a lower Anomaly Score than the background QCD-like jets. This

– 11 –

No Alignment With Alignment

• Goal: remove mass and pT information from 
input jets to avoid tagging on kinematics alone 

• Procedure: 
1. Rescale each jet to the same mass  
2. Boost each jet to the same energy  
3. Rotate each jet to the same η/Φ orientation 

• Result: anomaly score far less correlated with 
mass in background jets

Algorithm 1 describes in detail the implementation of the rescaling, boosting, and rotating pro-
cesses, or simply boosting for short.

Algorithm 1: Jet Boosting
Start
Boost jet in z direction until ⌘Jet = 0

Rotate jet about z axis until �Jet = 0

Rescale jet four-vector such that mJet =0.25 GeV
Boost jet along its axis until EJet =1 GeV
Rotate jet about x axis until hardest constituent has ⌘1 = 0, �1 > 0

if Any constituents have �R > 1a then
Remove all constituents with �R > 1

Rebuild jet with remaining constituents
Repeat from start

else
continue

end
if Number of constituents > 20 then

Keep up-to the first 20 constituents, ordered in pT

Rebuild jet with remaining constituents
Repeat from start

else
continue

end
Reflect constituents about � axis such that the second hardest constituent has ⌘2 > 0

a�R is computed as
p

⌘2 + �2 for each constituent, where ⌘ and � are measured relative to the x axis.

To evaluate the efficacy of this procedure, the model is trained on a dataset of background jets both
before and after boosting, and the resulting correlation between Anomaly Score and jet mass is
compared. Figure 4 shows the two-dimensional distribution of the mass of the highest pT (leading)
jet in each event vs. its Anomaly Score before and after boosting the input jets. The results depict
a significantly smaller amount of correlation between the jet’s mass and its Anomaly Score after
boosting, as desired.

– 10 –
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• In a recurrent architecture, apt sequence modeling of jets (eg. order of 
constituents) can highlight importance sequence features & boost performance  

• Select kt-distance ordering to highlight substructure: nth constituent has highest 
kt-distance relative to previous, starting with highest pT constituent

can be attributed to the same reason signal and background jets are distinguishable after applying
kt-sorted sequencing: jets with multi-prong substructure are more easily modeled by the VRNN,
and therefore result in an overall lower loss value when compared to QCD-like jets.

Figure 5. Leading jet Anomaly Score distributions for background and two-prong signal events, with pT -
sorted (left) and kt-sorted (right) ordering of constituents for input jets.

4 Results

One way in which the VRNN’s performance is studied is by assessing signal acceptance and back-
ground rejection at the jet level by using only the leading jet of each event. In addition, the Anomaly
Score can be applied to both the X and Y jets in an event and used to discriminate between sig-
nal and background in an event-level analysis context. Results of the VRNN’s performance are
provided for both approaches below.

Training is performed using the PYTORCH deep learning library [23]. The network is updated
using the Adam optimizer with a learning rate parameter of 10�5 [24]. No regularization via
weight decay is applied, however gradient clipping is implemented with a clip value of 10. Since
the training scenario is entirely unsupervised, the resulting Anomaly Score distributions from each
training dataset may vary. To arrive at a consistent score distribution, a transformation is applied
on the resulting Anomaly Score which aims to satisfy two conditions:

• The mean of the resulting distribution is at an Anomaly Score value of 0.5.

• Anomaly Scores closer to a value of 1 correspond to more signal-like jets. Note that this
reverses the previously observed feature displayed in Figure 5 where more signal-like jets
are assigned a lower Anomaly Score.

– 12 –

Figure 4. Leading jet mass vs Anomaly Score distributions before (left) and after (right) applying the
boosting method detailed in Algorithm 1.

3.2 Sequence Ordering

After the boosting step has been performed, the effect of sequence ordering on the input con-
stituents has additionally been investigated. In fixed architecture models, such as VAEs or image-
based Convolutional Neural Networks (CNNs), the ordering of constituents in the list of training
inputs is seldom important. However, in recurrent architectures such as the VRNN, choosing a
sequence ordering method that highlights important sequence features can boost performance.

The objective of this study is to build a model which can differentiate between isotropic jets result-
ing from soft QCD interactions, and jets with multiple cores resulting from the hadronic decay of
boosted objects. Therefore, it is favorable to use a sequence ordering which makes the existence of
multiple hard cores of a jet distinctly apparent. This is achieved by ordering the constituents in kt-
distance order. More specifically, the nth constituent in the list is determined to be the constituent
with the highest kt-distance relative to the previous constituent, with the first constituent in the list
being the highest pT constituent after boosting:

cn = max(pTn�Rn,n�1). (3.1)

The effect on performance due to this choice of constituent ordering can be easily illustrated in
the case of a two-prong jet. In such a case, the sequence will start with a constituent in one of
the two cores of the jet, and be subsequently followed by a constituent belonging to the other core
and so on. This results in an easily predictable pattern which the VRNN is better able to identify,
particularly compared to a QCD jet. The resulting performance difference between pT -sorted and
kt-sorted inputs is shown in Figure 5. Using the same 10% contaminated dataset, the discrimination
between two-prong signal jets and background QCD jets is notably better when the VRNN input
sequence allows for detection of multi-prong substructure early on. It is also important to note
that the signal jets are assigned a lower Anomaly Score than the background QCD-like jets. This
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• Result: better separation of two-prong signal from diffuse QCD background 
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Figure 7. Anomaly Score distributions from training over a dataset with 10% signal contamination after
applying the transformation described in Equation (4.1). The Anomaly Score in these figures is computed
from the leading jets of each event, for both the background sample and two-prong (left) or three-prong
(right) signal samples.

Figure 8 shows the mass distributions of the leading jet in signal, background-only, and signal-
contaminated datasets, before and after a jet-level selection requiring the Anomaly Score to exceed
a value of 0.65, corresponding to a rejection factor of about 6 for background jets. This value is
chosen in the interest of displaying the discriminating power of the Anomaly Score while retain-
ing enough background statistics to observe the background shape sculpting. The visibility of the
resonances at 100 GeV and 500 GeV is enhanced after the selection. Sculpting in the background
distribution is observed, which is an effect of mass correlation mainly introduced by the kt-ordered
sequencing, as there is a correlation between the number of hard cores in a jet and its mass. How-
ever, the observed sculpting is mainly a suppression of low mass events, and does not result in
the generation of peaks in the mass distribution. Both the signal enhancement and background
sculpting are similarly observed on three-pronged signatures in Figure 9, also shown for a 10%
contaminated dataset and an Anomaly Score cut of 0.65.

– 14 –

ρ = 1 − e−DKL

2-prong 3-prong

The transformation can be summarized as

⇢0 = 1 �
✓

⇢

2⇢

◆
, (4.1)

where ⇢0 is the transformed Anomaly Score, and ⇢ is the mean of the un-transformed Anomaly
Score distribution of the training set.

4.1 Jet Level Performance

In the jet-level assessment, the model is trained on the leading jet of each event for 500 epochs.
To evaluate the trend in performance during training, a computation of the Receiver Operating
Characteristic’s Area Under the Curve (ROC AUC) is performed after each epoch by examining
events in the contaminated training set or comparing events in the background-only validation set
to those in the signal-only set. Figure 6 shows the results of this training scenario in the case
of 1% contamination. The VRNN quickly reaches its optimal performance, and retains a stable
performance throughout the training period.

Figure 6. Area Under the Curve (ROC AUC) vs. training time in epochs on a 1% signal-contaminated
dataset. The VRNN reaches an optimal performance quickly, and retains this performance over a long
training period. The difference in performance between the training and validation sets is a result of the
former containing elements of signal.

To evaluate the model’s performance, the weights corresponding to a training period of 100 epochs
were chosen in the following studies. Figure 7 shows the distributions of the Anomaly Score for
leading jets in the background sample and both the two-prong and three-prong signal samples
after training over a contaminated training set with 10% signal contamination and applying the
transformation in Equation (4.1).

– 13 –

• Compute anomaly score for each jet 
- Higher KL divergence = higher loss = lower anomaly 

score 
➡ Transform such that higher AS corresponds to more 

anomalous jets

Jet Anomaly Score

• Analysis strategy: cut-and-count on  > 0.65 as sole signal region 
selection & test signal significance in bins of mJJ
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Figure 13. Two-prong dijet mass distributions before (left) and after (right) requiring the Event Score to ex-
ceed a value of 0.65, at a signal contamination of 1.0%. The Event Score selection provides an improvement
in signal sensitivity from 0.5� to 4� while retaining the smoothly falling background distribution.

Figure 14. Three-prong dijet mass distributions before (left) and after (right) requiring the Event Score to ex-
ceed a value of 0.65, at a signal contamination of 1.0%. The Event Score selection provides an improvement
in signal sensitivity from 0.5� to 1.5� while retaining the smoothly falling background distribution.
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Figure 13. Two-prong dijet mass distributions before (left) and after (right) requiring the Event Score to ex-
ceed a value of 0.65, at a signal contamination of 1.0%. The Event Score selection provides an improvement
in signal sensitivity from 0.5� to 4� while retaining the smoothly falling background distribution.

Figure 14. Three-prong dijet mass distributions before (left) and after (right) requiring the Event Score to ex-
ceed a value of 0.65, at a signal contamination of 1.0%. The Event Score selection provides an improvement
in signal sensitivity from 0.5� to 1.5� while retaining the smoothly falling background distribution.
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• Perform bump hunt on mJJ with selection on Event Score = max of two leading jet Anomaly Scores 
• Dataset = background + 1% signal contamination 
➡ Enhance a 0.5σ two-prong signal excess to 4.0σ solely from an Event Score cut at 0.65 
➡ Enhance a 0.5σ three-prong excess to 1.5σ using the same score

No cut Event Score > 0.65
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Figure 11. ROC AUC vs. percent signal contamination in training datasets. The performance of the
Anomaly Score is consistent across a wide range of contamination levels.

The ability of the Anomaly Score to be consistently performant along a large range of contami-
nations is unexpected in the context of anomaly detection, where the dilution of the training set
with a high number of signal elements is expected to result in lower performance. The consistent
performance observed can be attributed to the choice of kt-ordered sequencing and the representa-
tion of jets as variable-length sequences of constituents. Since the choice of kt-ordered sequencing
highlights the presence of multiple hard cores within a jet, the VRNN’s Anomaly Score is predis-
posed to correlate with signal jets due to their anomalous substructure regardless of the level of
contamination.

4.2 Event Level Performance

A natural benchmark of the Anomaly Score’s ability to distinguish anomalous jets is to apply the
score in an analysis-like context. In this study, the goal is to reconstruct the Z 0 particle in the
invariant mass spectrum MJJ of the two jets in each signal event. To do this, the network is trained
on both the leading and sub-leading jets, with one set of network weights saved for each amount of
contamination.

Since the model produces one Anomaly Score per jet, the Anomaly Scores for the leading and sub-
leading jet must be combined to arrive at an overall Event Score. In this study, the Event Score is
chosen to be the highest of the two individual Anomaly Scores between the leading and sub-leading
jets. This constructs an event-level discriminant which uses the most anomalous jet in the event to
discriminate. The ability of the Event Score to distinguish signal from background is illustrated in
Figure 12, showing the correlations between the dijet invariant mass and the assigned Event Score
in a dataset with 10% signal contamination. The significant feature of the 3500 GeV Z 0 occupies
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Figure 11. ROC AUC vs. percent signal contamination in training datasets. The performance of the
Anomaly Score is consistent across a wide range of contamination levels.

The ability of the Anomaly Score to be consistently performant along a large range of contami-
nations is unexpected in the context of anomaly detection, where the dilution of the training set
with a high number of signal elements is expected to result in lower performance. The consistent
performance observed can be attributed to the choice of kt-ordered sequencing and the representa-
tion of jets as variable-length sequences of constituents. Since the choice of kt-ordered sequencing
highlights the presence of multiple hard cores within a jet, the VRNN’s Anomaly Score is predis-
posed to correlate with signal jets due to their anomalous substructure regardless of the level of
contamination.

4.2 Event Level Performance

A natural benchmark of the Anomaly Score’s ability to distinguish anomalous jets is to apply the
score in an analysis-like context. In this study, the goal is to reconstruct the Z 0 particle in the
invariant mass spectrum MJJ of the two jets in each signal event. To do this, the network is trained
on both the leading and sub-leading jets, with one set of network weights saved for each amount of
contamination.

Since the model produces one Anomaly Score per jet, the Anomaly Scores for the leading and sub-
leading jet must be combined to arrive at an overall Event Score. In this study, the Event Score is
chosen to be the highest of the two individual Anomaly Scores between the leading and sub-leading
jets. This constructs an event-level discriminant which uses the most anomalous jet in the event to
discriminate. The ability of the Event Score to distinguish signal from background is illustrated in
Figure 12, showing the correlations between the dijet invariant mass and the assigned Event Score
in a dataset with 10% signal contamination. The significant feature of the 3500 GeV Z 0 occupies
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The transformation can be summarized as

⇢0 = 1 �
✓

⇢

2⇢

◆
, (4.1)

where ⇢0 is the transformed Anomaly Score, and ⇢ is the mean of the un-transformed Anomaly
Score distribution of the training set.

4.1 Jet Level Performance

In the jet-level assessment, the model is trained on the leading jet of each event for 500 epochs.
To evaluate the trend in performance during training, a computation of the Receiver Operating
Characteristic’s Area Under the Curve (ROC AUC) is performed after each epoch by examining
events in the contaminated training set or comparing events in the background-only validation set
to those in the signal-only set. Figure 6 shows the results of this training scenario in the case
of 1% contamination. The VRNN quickly reaches its optimal performance, and retains a stable
performance throughout the training period.

Figure 6. Area Under the Curve (ROC AUC) vs. training time in epochs on a 1% signal-contaminated
dataset. The VRNN reaches an optimal performance quickly, and retains this performance over a long
training period. The difference in performance between the training and validation sets is a result of the
former containing elements of signal.

To evaluate the model’s performance, the weights corresponding to a training period of 100 epochs
were chosen in the following studies. Figure 7 shows the distributions of the Anomaly Score for
leading jets in the background sample and both the two-prong and three-prong signal samples
after training over a contaminated training set with 10% signal contamination and applying the
transformation in Equation (4.1).
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