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Computer modeling and  
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Introduction: 1st lesson from LHC

Courtesy of G. Iadarola (04/11/2021)

https://indico.cern.ch/event/1092908/contributions/4596241/attachments/2339369/3988004/024_Xsuite_GIM.pdf 

https://indico.cern.ch/event/1092908/contributions/4596241/attachments/2339369/3988004/024_Xsuite_GIM.pdf
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Introduction: 2nd lesson from LHC
Electron cloud limits 

the number of bunches 
and bunch intensity  

+ cryo cost!

 See also Konstantinos Paraschou (TH 09:00-09:20): LHC electron cloud studies
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Introduction: 2nd lesson from LHC
Electron cloud limits 

the number of bunches 
and bunch intensity  

+ cryo cost!

 See also Konstantinos Paraschou (TH 09:00-09:20): LHC electron cloud studies

BE CAREFUL: difference between online (NXCALS) and offline computations 
(see B. Bradu, LMC 14/09/22: ht tps: / / indico.cern.ch/event /1196469/contr ibut ions/5041007/at tachments/
2508323/4310659/2022_09_14_LMC_Update_CryoHeatLoads.pdf) => Correction done last week

https://indico.cern.ch/event/1196469/contributions/5041007/attachments/2508323/4310659/2022_09_14_LMC_Update_CryoHeatLoads.pdf
https://indico.cern.ch/event/1196469/contributions/5041007/attachments/2508323/4310659/2022_09_14_LMC_Update_CryoHeatLoads.pdf
https://indico.cern.ch/event/1196469/contributions/5041007/attachments/2508323/4310659/2022_09_14_LMC_Update_CryoHeatLoads.pdf
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Introduction: 2nd lesson from LHC

Courtesy of K. Paraschou

 See also Konstantinos Paraschou (TH 09:00-09:20): LHC electron cloud studies

With correct  
(offline) data



logo 
area

8 E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

Introduction: 2nd lesson from LHC

Courtesy of K. Paraschou
https://indico.cern.ch/event/1159642/contributions/4870271/attachments/2442748/4185062/20220512_ABP_incoherent.pdf 

 See also Konstantinos Paraschou (TH 09:00-09:20): LHC electron cloud studies

https://indico.cern.ch/event/1159642/contributions/4870271/attachments/2442748/4185062/20220512_ABP_incoherent.pdf
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Introduction: 2nd lesson from LHC

https://accelconf.web.cern.ch/ipac2022/papers/tuoxsp1.pdf 

https://accelconf.web.cern.ch/ipac2022/papers/tuoxsp1.pdf
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Introduction: 2nd lesson from LHC

◆ Possible mitigation 
★ Surface treatment: methods being investigate by dedicated Task Force 
★ 8b+4e: ~ 25% performance loss => Could be partially mitigated by: Flat 

Optics, MS10, 2 CuCD collimators, BBLR compensation

https://accelconf.web.cern.ch/ipac2022/papers/tuoxsp1.pdf 

https://accelconf.web.cern.ch/ipac2022/papers/tuoxsp1.pdf
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Introduction: 2nd lesson from LHC

◆ Possible mitigation 
★ Surface treatment: methods being investigate by dedicated Task Force 
★ 8b+4e: ~ 25% performance loss => Could be partially mitigated by: Flat 

Optics, MS10, 2 CuCD collimators, BBLR wire compensation

https://accelconf.web.cern.ch/ipac2022/papers/tuoxsp1.pdf 

https://accelconf.web.cern.ch/ipac2022/papers/tuoxsp1.pdf
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Introduction: 3rd lesson from LHC



logo 
area

10 E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

Introduction: 3rd lesson from LHC



logo 
area

10 E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

Introduction: 3rd lesson from LHC

To push the performance in  
the future (with the environmental 

context, possible shorter runs, etc.), 
we need now to reinforce 

 alternative scenarios
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“The Electricity Fairy” (600 ) from Raoul Dufy, in Paris's Museum of Modern Art, for the 1937 International Exposition in Parism2

“The Electricity Fairy”
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Introduction: Environmental/energetic context

“La Jamais Contente” (The Never Contented) was the 1st road vehicle to go over 100 km/h (62 mph) on April 29, 1899. 
It was a Belgian electric vehicle. Soon after, the internal combustion engine supplanted the electric technology for 
the next century. Ecological considerations did not appear until much later…and we are now back to electric cars!
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Introduction: Environmental/energetic context

“La Jamais Contente” (The Never Contented) was the 1st road vehicle to go over 100 km/h (62 mph) on April 29, 1899. 
It was a Belgian electric vehicle. Soon after, the internal combustion engine supplanted the electric technology for 
the next century. Ecological considerations did not appear until much later…and we are now back to electric cars!

Things will/should change  
in the coming years…
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Introduction & MAIN MESSAGE

The published Run 4 scenario (p+) is already 
old and we are already working on a new 
scenario assuming: 

- MS10 
- Flat Optics 
- New bunch intensity / # of bunches 
(probably using hybrid 8b+4e) ramp-up 
pace following the experience from 2022 
and 2023 
- No HEL, TCP at 8.5  σ

13
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Rogelio Tomás

e-cloud in arc78 limiting # of bunches to, e.g., 2200 (Llev. = 5⨉1034cm-2/s) 

# of 
bunches 𝜷*x,y [cm] Lint 

[fb-1]
ppbend 
[1011]

Pile-up Fill length  
[h]

Hardware / 
comment

2748 20, 20 242 1.40-1.18 131 7.3 baseline Run 4

2200 20, 20 215 1.60-1.27 164 5.6 Lifetime!?

2200 15, 15 226 1.43-1.17 164 6.1 +MS10

2200 18, 9 234 1.30-1.09 164 6.6 +MS10

2200 18, 7.5 237 1.26-1.05 164 6.6 +MS10+CuCD

Ultimate scenario limited to Llev. = 6.1⨉1034cm-2/s brings little gain (at most 261 fb-1). Need to 
support Heat Load Task Force work to prepare surface treatments techniques and optics 
alternatives: Flat, MS10, CuCD, wire.   

New luminosity ramp-up approach?

Introduction & MAIN MESSAGE

-11%
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*There is an ongoing energy crisis in Europe and market prices are extremely volatile.  It should be 
emphasised that projecting future energy prices over a 10-year timescale is necessarily speculative at this 
juncture, and that the measures outlined here should be regarded as exploratory at this stage. 
Courtesy of Mike Lamont

Electricity cost/saving risk, e.g., extending all YETS to 19 weeks* 

Baseline goal has no margin 
in the latest schedule. 

Restoring performance from 
a YETS extension would 
need alternative operational 
scenarios (Flat, etc.).

Introduction & MAIN MESSAGE
Rogelio Tomás



logo 
area

E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/202215

*There is an ongoing energy crisis in Europe and market prices are extremely volatile.  It should be 
emphasised that projecting future energy prices over a 10-year timescale is necessarily speculative at this 
juncture, and that the measures outlined here should be regarded as exploratory at this stage. 
Courtesy of Mike Lamont

Electricity cost/saving risk, e.g., extending all YETS to 19 weeks* 

Baseline goal has no margin 
in the latest schedule. 

Restoring performance from 
a YETS extension would 
need alternative operational 
scenarios (Flat, etc.).

Introduction & MAIN MESSAGE
Rogelio Tomás



logo 
area

E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/202215

*There is an ongoing energy crisis in Europe and market prices are extremely volatile.  It should be 
emphasised that projecting future energy prices over a 10-year timescale is necessarily speculative at this 
juncture, and that the measures outlined here should be regarded as exploratory at this stage. 
Courtesy of Mike Lamont

Electricity cost/saving risk, e.g., extending all YETS to 19 weeks* 

Baseline goal has no margin 
in the latest schedule. 

Restoring performance from 
a YETS extension would 
need alternative operational 
scenarios (Flat, etc.).

Introduction & MAIN MESSAGE
Rogelio Tomás



logo 
area

Contents

E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

◆ Introduction & main message 

◆Run 4 operational scenario 

◆Status of the optics v1.6 

◆Conclusions



logo 
area

Run 4 OP scenario

E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

◆ 1st OP scenario in 2015 => http://cds.cern.ch/record/2016811/files/CERN-ACC-NOTE-2015-0009_2.pdf
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◆ 13 main reasons for the 3rd OP scenario in 2022 
★Postpone the installation of sextupoles in the dispersion suppressor to Long Shutdown 

4 (LS4) => Beam lifetime due to DA OK for  ≥ 20 cm in IP1 & IP5 (Run 4). The 
sextupoles will be needed at  = 15 cm (Run 5)  

★ Luminosity limitation to  at the start of the fill (to allow triplet 
cryogenics to adapt to the heat-load coming from the luminosity debris) for 10 minutes 
and then it can be ramped up to  in another 10 minutes 

★Partial upgrade of the secondary CFC collimators, all but two (per beam) being 
replaced with low-impedance collimators (cost considerations => small increase of the 
machine impedance) 

★ Increase of primary collimator gap from 6.7 σ to 8.5 σ at top energy (to ensure beam 
stability during collision adjustment process)  

★Positive octupole polarity => Does not require ATS ( ) to stabilise the beams at 
start of physics fill and leads to a significantly larger DA at injection (above diagonal) 

★Cancellation of the installation of 11 T dipoles in LS2 => Run 4 will most likely happen 
without IR7 TCLDs and 11 T dipoles (earliest possible date of installation of these 
dipoles and the IR7 TCLDs seems to be LS4, due to manpower limitations)

β*
β*

2.5 × 1034cm−2s−1

5 × 1034cm−2s−1

rATS = 1
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★Crab cavity (CC) noise. The expected CC phase and amplitude noise induce a transverse 
emittance growth larger than expected before  

✴One mitigation would be a dedicated feedback, based on a new BPM and acting on the CC 
voltage => Under consideration, needs further studies 

✴Another mitigation would consist in operating with slightly flat optics, i.e.  

★Full Remote Alignment System (FRAS) included in the HL-LHC baseline => This system allows 
IR elements to be moved, potentially freeing aperture and orbit correctors strength, which was 
initially assumed to be re- served for shifting transversely the IP or to cope with ground motion 

★Hollow Electron Lens (HEL) included in the HL-LHC baseline => The HEL is an advanced tool 
for active control of diffusion speed of halo particles which will serve to mitigate losses from fast 
processes 

★Reduction of  for LHCb from 3 m to 1.5 m => This is needed to increase the integrated 
luminosity in LHCb thanks to a longer leveling time 

★Rotation of the external crossing angle in IR8 from horizontal to vertical at top energy  
★Upgrade of the eight main dipoles power converters from class 1 to class 0.5 => Needed to 

improve tune ripple and  control 
★ Introduction of crystal collimation for ions. These devices have to be compatible with proton 

operation in terms of impedance and e-cloud effects, although they are only used in operation 
with ions

β*x ≠ β*y

β*

β*

20
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Reminder that this Run 4  
OP scenario (and schedule) is 

ALREADY OBSOLETE…
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◆ 3 major news since the 2021 annual HiLumi meeting, 
CSR meeting and Evian workshop 

★ Delay of the in-kind Russian contribution that could 
affect HEL, Y-chamber, low impedance collimators, 
dump 

★ Risk of being limited at ~ 1.8e11 ppb in Run 4 due to 
RF power limitations and dump => Would reduce the 
luminosity by ~ 20% (mitigations to be explored) 

★ New dates for Run 3 and LS3 

=> Run 3 studies fundamental for: intensity, e-cloud, 
emittance, beam-beam effects and optics control 
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◆ Recent findings (from simulations, operation and MDs) 
★Simulations 

✴ The Crab Cavity Fundamental Mode is not damped enough to 
reach the past recommendation (same as the one used for all 
the HOMs) for an increase in the Landau octupole current of 
+10 A => Another factor 10 in damping is required (as 
discussed with WP4)

Courtesy of L. Giacomel

24
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 See also Lorenzo Giacomel (TH 09:40-10:00): Impedance measurements, LHC-MDs



logo 
area

Run 4 OP scenario

E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

◆ Recent findings (from simulations, operation and MDs) 
★Simulations 

✴ The Crab Cavity Fundamental Mode is not damped enough 
to reach the past recommendation (same as the one used for 
all the HOMs) for an increase in the Landau octupole current 
of +10 A => Another factor 10 in damping is required (as 
discussed with WP4)

Courtesy of L. Giacomel

 See also Lorenzo Giacomel (TH 09:40-10:00): Impedance measurements, LHC-MDs

24



logo 
area

Run 4 OP scenario

E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

◆ Recent findings (from simulations, operation and MDs) 
★Simulations 

✴ The Crab Cavity Fundamental Mode is not damped enough 
to reach the past recommendation (same as the one used for 
all the HOMs) for an increase in the Landau octupole current 
of +10 A => Another factor 10 in damping is required (as 
discussed with WP4)

Courtesy of L. Giacomel

 See also Lorenzo Giacomel (TH 09:40-10:00): Impedance measurements, LHC-MDs

24

 => Mitigations exist and are being 
explored (Betatron Comb filter for a factor 
~ 5-10 and Flat Optics for a factor ~ 2)
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 => Mitigations exist and are being 
explored (Betatron Comb filter for a factor 
~ 5-10 and Flat Optics for a factor ~ 2)

REMINDER for all people involved: see plot 
in Lorenzo’s talk showing the LIMIT VALID 
FOR ANY RESONATOR-TYPE MODE!  



logo 
area

Run 4 OP scenario

E. Métral - 12th HL-LHC Collaboration Meeting, Uppsala, Sweden - 19/09/2022

◆ Recent findings (from simulations, operation and MDs) 
★Operation 

✴ Wire compensation in Run 3 (we had ~ 20 fills, see 
https://indico.cern.ch/event/1196083/) 

 See also Guido Sterbini (TH 10:30-10:50): Beam-beam & Noise studies  
 + Ilias Efthymiopoulos (TU 15:20-15:50): Bunch-by-bunch variations in LHC 2022   
 + Ewen Hamish Maclean (TH 10:50-11:10): Optics measurements & outlook 
 + Ewen Hamish Maclean (WE 17:30-18:00): Status of DA with expected field quality 
 + Ivan Karpov (TH 11:50-12:10): HL-LHC longitudinal stability 

25

https://indico.cern.ch/event/1196083/
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◆ Recent findings (from simulations, operation and MDs) 
★First MD results in 2022 are very promising 

✴ Clear reduction of the impedance of the new TCSPMs 
and the spare TCSGs could be observed (see https://indico.cern.ch/event/
1189092/) 

✴ Octupole threshold measurement confirmed the role of 
the latency. The absolute value of the thresholds are very 
good but needs further investigations (see https://indico.cern.ch/event/1195202) 

✴ Chromaticity measurements with BTF were successful 
at injection (see https://indico.cern.ch/event/1195202) 

✴ The MD on noise was not conclusive on the 8 kHz cluster 
but an effect of the UPS power supplies was seen on 
the lower harmonics below 3 kHz (see https://indico.cern.ch/event/1181578/
contributions/4963619/attachments/2483393/4263531/LSWG_MD6823_results.pdf)

 See also Lorenzo Giacomel (TH 09:40-10:00): Impedance measurements, LHC-MDs 
+ Guido Sterbini (TH 10:30-10:50): Beam-beam & Noise studies

26

https://indico.cern.ch/event/1189092/
https://indico.cern.ch/event/1189092/
https://indico.cern.ch/event/1195202
https://indico.cern.ch/event/1195202
https://indico.cern.ch/event/1181578/contributions/4963619/attachments/2483393/4263531/LSWG_MD6823_results.pdf
https://indico.cern.ch/event/1181578/contributions/4963619/attachments/2483393/4263531/LSWG_MD6823_results.pdf
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CAVEAT: the LHC experience is still quite limited  
as we only got ~  p/b!1 . 2 × 1011
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 See also Riccardo De Maria (TU 14:00-14:20): Review of latest layout version and upcoming changes 
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◆ Layout changes v1.5 => v1.6 
★Refined triplet magnetic length (~cm longer at constant 

integrate length) and position (thermal contraction)  
★Refined CP positions (better rounding)  
★Name change (BPM, CRABS ACFGA->ACFCA)  
★Change length TAXN (3.332 m => 3.310)  
★No MBH (11 T)  
★Change name and position of CRAB, APWL and BPTX (name 

only)  
★Changed position TCT/L.5/6, TCLMB/C  
★MS10 is included in the optics files (because it is needed 

to study/optimise some OP scenarios) but it is not in the 
official drawings and DB

 See also Riccardo De Maria (TU 14:00-14:20): Review of latest layout version and upcoming changes 

27
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◆ Main messages 
★MADX layout and optics v1.6 released => Files are there 

(stored in the acc-models-lhc repository: gitlab, afs and eos) 
and can be used 
✴https://gitlab.cern.ch/acc-models/acc-models-lhc/-/tree/hl16  
✴/afs/cern.ch/eng/acc-models/lhc/hl16  
✴/eos/project/a/acc-models/public/lhc/hl16 

★Ongoing validation of the layout DB 
★Ongoing refinement of aperture models and * reach 
★Next: adapt the intermediate optics to the different OP 

scenarios => Several alternatives will be studied ( * at the end 
of the ramp depends on the bunch intensity, the number of 
bunches, the CC impedance, etc.)

β

β

 See also Riccardo De Maria (TU 14:00-14:20): Review of latest layout version and upcoming changes 

Status of optics v1.6

28

https://gitlab.cern.ch/acc-models/acc-models-lhc/-/tree/hl16
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✴https://gitlab.cern.ch/acc-models/acc-models-lhc/-/tree/hl16  
✴/afs/cern.ch/eng/acc-models/lhc/hl16  
✴/eos/project/a/acc-models/public/lhc/hl16 

★Ongoing validation of the layout DB 
★Ongoing refinement of aperture models and * reach 
★Next: adapt the intermediate optics to the different OP 

scenarios => Several alternatives will be studied ( * at the end 
of the ramp depends on the bunch intensity, the number of 
bunches, the CC impedance, etc.)

β

β

 See also Riccardo De Maria (TU 14:00-14:20): Review of latest layout version and upcoming changes 

Status of optics v1.6
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Conclusions
◆ 3rd (p+) OP scenario (for Run 4) from 29/06/2022 BUT new schedule 

already due to some delays => Start by a full year in 2029 instead of 
middle of the year 2027, which has quite some consequences 

◆ MADX layout and optics v1.6 released => Files are there and can be 
used  

◆ Main uncertainty in the current plan is the one known for many years 
already: e-cloud => Limits number of bunches and bunch intensity + cryo cost!  

◆ It is worth noting that at the moment the Crab Cavity Fundamental 
Mode is still not damped enough and another factor 10 is needed 
(mitigations exist and are being explored)  

◆ Operation and 1st MDs in 2022 are very promising => To be 
continued as the Run 3 experience will be fundamental 

◆ Following discussions with WP3, time and resources for the magnets 
sorting in 2024-2026 should be carefully planned 

◆ Based on past LHC experience and environmental context, the plan 
now is to work on (all) possible alternatives, starting with the Flat 
Optics in 2023 (with MS10, CuCD collimators and BBLR wire)
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◆ It is worth noting that at the moment the Crab Cavity Fundamental 
Mode is still not damped enough and another factor 10 is needed 
(mitigations exist and are being explored)  

◆ Operation and 1st MDs in 2022 are very promising (up to ~  p/b) 
=> To be continued as the Run 3 experience will be fundamental 

◆ Following discussions with WP3, time and resources for the magnets 
sorting in 2024-2026 should be carefully planned 

◆ Based on past LHC experience and environmental context, the plan 
now is to work on (all) possible alternatives, starting with the Flat 
Optics in 2023 (with MS10, CuCD collimators and BBLR wire)

1.2 × 1011
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◆ Operation and 1st MDs in 2022 are very promising (up to ~  p/b) 
=> To be continued as the Run 3 experience will be fundamental 

◆ Following discussions with WP3, time and resources for the magnets 
sorting in 2024-2026 should be carefully planned 

◆ Note: OP scenario for heavy-ion operation in Run 4 assumed to 
be the same as in Run 3 (see talk from R. Bruce and CERN-
ACC-2020-0011: http://cds.cern.ch/record/2722753/files/CERN-ACC-2020-0011.pdf)

1.2 × 1011
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Promising results from 1st DA studies 
with Flat Optics (see S. Kostoglou et al., 
https://indico.cern.ch/event/1197424/contributions/

5035906/attachments/2507142/4308178/
WP2_DA_flatoptics.pdf)

https://indico.cern.ch/event/1197424/contributions/5035906/attachments/2507142/4308178/WP2_DA_flatoptics.pdf
https://indico.cern.ch/event/1197424/contributions/5035906/attachments/2507142/4308178/WP2_DA_flatoptics.pdf
https://indico.cern.ch/event/1197424/contributions/5035906/attachments/2507142/4308178/WP2_DA_flatoptics.pdf
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Many thanks  
for your attention!

https://indico.cern.ch/event/1168738/ 

REMINDER: PEOPLE ALSO HAVING A TALK LINKED TO WP2 ACTIVITIES 
 Roderik Bruce (MO 09:25-09:45): LHC Run3 operation plans  
 Riccardo De Maria (TU 14:00-14:20): Review of latest layout version and upcoming changes 
 Bjorn Hans Filip Lindstrom (TU 14:20-14:40): Collimator layout and performance  
 Ilias Efthymiopoulos (TU 15:20-15:50): Bunch-by-bunch variations in LHC 2022 
 Pascal Hermes (WE 14:40-15:00): Status and results of HL-LHC MDs for collimation 
 Bjorn Hans Filip Lindstrom (WE 15:00-15:20): New IR7 optics for improved cleaning and impedance 
 Ewen Hamish Maclean (WE 17:30-18:00): Status of DA with expected field quality 
 Natalia Triantafyllou (TH 08:40-09:00): Crab cavity emittance growth MDs 
 Konstantinos Paraschou (TH 09:00-09:20): LHC electron cloud studies 
 Lorenzo Giacomel (TH 09:40-10:00): Impedance measurements, LHC-MDs 
 Guido Sterbini (TH 10:30-10:50): Beam-beam & Noise studies 
 Ivan Karpov (TH 11:30-11:50): HL-LHC longitudinal stability 
 Ewen Hamish Maclean (TH 14:20-14:45): Optics measurements & outlook 
 + Several people for WP2/WP13 Satellite Meeting on BBLR Wire on FR 

https://indico.cern.ch/event/1168738/

