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Fitting the SMEFT
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The SMEFT framework connects different sectors of 
observables measured at the LHC. 


We can probe the SMEFT by taking a global 
approach, including as many datasets as possible. 2012.02779, J. Ellis et. al

The SMEFT: a powerful framework for capturing deviations from the SM:
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Global SMEFT fits

J. Ellis et. al, 2012.02779


Higgs, diboson and electroweak precision data

J. Ellis et. al, 1803.03252
E. da Silva Almeida et. al, 1812.01009:
A. Biekötter et. al, 1812.07587
A. Falkowski et. al, 1911.07866

Top data I. Brivio et. al, 1910.03606:
N. Hartland et. al, 1901.05965:

Higgs, diboson and top data J. Ethier et. al, 2105.00006

Higgs, diboson, top and electroweak precision data

+ many others….



Inputs and assumptions
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Global SMEFT fits are dependent on many inputs and assumptions:


• SMEFT flavour symmetry

• Electroweak input scheme: 

• Inclusion of              contributions

• Choice of likelihood

• ….. 

• Parton distribution functions  
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Figure 1.1. The NNPDF4.0 NNLO PDFs at Q = 3.2 GeV (left) and Q = 102 GeV (right).

and LO), NLO electroweak (EW) and mixed QCD-EW processes are implemented for all LHC processes
using recent dedicated tools [16] and assessed both for phenomenology and in the determination of the
input dataset to be used for PDF fitting.

• Whenever heavy nuclear or deuteron targets are involved, nuclear e↵ects are accounted for as theoret-
ical uncertainties using the methodology of Refs. [17–19], and the results of the nNNPDF2.0 nuclear
PDF determination [20].

• Strict positivity of MS PDFs is implemented following the results of Ref. [21].

• Integrability of all non-singlet PDF first moments is enforced. This specifically implies finiteness of
the Gottfried sum [22] U � D and of the strangeness sum U + D � 2S, where U , D and S denote
respectively the first moment of the sum of quark and antiquark PDFs for up, down and strange
quarks.

• The final dataset is determined through an objective two-stage procedure. Potentially problematic
datasets are identified on the basis of either poor compatibility with the global dataset, or indications
of instability of their experimental covariance matrix. These datasets are then subjected in turn to
a dedicated fit in which the failed dataset is given a large weight, and then accepted or rejected
depending on the outcome.

The NNPDF4.0 PDF set is released at LO, NLO and NNLO QCD, for a variety of values of ↵s. The
default PDF sets are provided in the FONLL variable-flavor number scheme [23] with maximum number
of flavors nf = 5, and an independently parametrized charm PDF. PDF sets with di↵erent maximum
number of flavors and with a perturbatively generated charm PDF are also made available, along with PDF
sets determined using reduced datasets, which may be useful for specific applications. The main sets are
delivered in the following formats: a Monte Carlo representation with 1000 replicas; a Hessian set with 50
eigenvectors obtained from the Monte Carlo set via the MC2Hessian algorithm [24, 25]; and a compressed
set of 100 Monte Carlo replicas, obtained from the original 1000 through the Compressor algorithm [26] as
implemented in the new Python code of Ref. [27]. The final NNPDF4.0 NNLO PDFs are shown in Fig. 1.1
both at a low (Q = 3.2 GeV) and a high (Q = 100 GeV) scale.

More importantly, the full NNPDF software framework is released as an open source package [28]. This
includes the full dataset; the methodology hyperoptimization; the PDF parametrization and optimization;
the computation of physical processes; the set of validation tools; and the suite of visualization tools. The
code and the corresponding documentation are discussed in a companion paper [29].

The structure of this paper is the following. First, in Sect. 2 we present the input experimental data and
the associated theoretical calculations that will be used in our analysis, with emphasis on the new datasets
added in comparison to NNPDF3.1. Then in Sect. 3 we discuss the fitting methodology, in particular the
parametrization of PDFs in terms of neural networks, their training, and the algorithmic determination of
their hyperparameters. The procedure adopted to select the NNPDF4.0 baseline dataset is described in
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Maeve Madigan 16/06/22



Parton distribution functions
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•Describe the quark and gluon constituents of the proton

•Parametrised by Bjorken x and energy scale Q
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Figure 1.1. The NNPDF4.0 NNLO PDFs at Q = 3.2 GeV (left) and Q = 102 GeV (right).
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xg(x, Q0) xu(x, Q0) xū(x, Q0) xd(x, Q0) xs(x, Q0) xc+(x, Q0)xs̄(x, Q0)xd̄(x, Q0)

n(4) = 8

n(3) = 20

n(2) = 25

n(1) = 2

Figure 3.9. The neural network architecture adopted for NNPDF4.0. A single network is used, whose eight output
values are the PDFs in the evolution (red) or the flavor basis (blue box). The architecture displayed corresponds
to the optimal choice in the evolution basis; the optimal architecture in the flavor basis is di↵erent as indicated by
Table 3.2).

hyperoptimization would be required. Our current understanding encompasses changes to the experimental
data, the theoretical description, and methodological choices (such as the choice of PDF basis).

We have checked that the procedure is quite stable upon reasonably small changes of the dataset.
For instance, the appraisal and selection of the final dataset, see Sect. 4 below, did not require any new
hyperoptimization. In fact, the datasets included in Table 3.1 do not correspond exactly to the datasets
included in the final dataset, since the final appraisal of the data to be included was performed after the
methodology was set. Furthermore, when removing datasets the given methodology remains viable, though
in principle there might be a computationally more e�cient one giving the same results for the small datasets.
This will be seen explicitly in the context of “future tests” in Sect. 6.2 below.

On the other hand, a substantial change in methodology or dataset generally needs a new hyperoptimiza-
tion. This is illustrated by the fact (see Tab. 3.2) that the optimal settings for fitting in the flavor basis di↵er
substantially from those of the evolution basis. Likewise, the addition of a large number of new datasets
a↵ecting kinematic regions or PDF combinations for which currently there is little or no information might
have an impact on the fit su�cient to warrant a new run of the hyperoptimization procedure.

The open source NNPDF4.0 fitting framework released with this paper includes all necessary tools to
carry out an automatic scan of hyperparameters, which means it can be readily used in situations which are
very wildly di↵erent from the specific scenario considered in this work, be it in terms of the experimental
data available or the theoretical framework being considered.

3.4 Performance and quality benchmarks

The new NNPDF fitting framework features a significantly improved computational performance compared
to previous NNPDF. This improvement is mostly driven by the availability of the gradient-based optimizers
provided by the TensorFlow library, combined with the dedicated hyperparameter optimization and other
technical improvements in key parts of the code. Furthermore, the new fitting framework is able to take ad-

29

Parton distribution functions
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•Describe the quark and gluon constituents of the proton

•Parametrised by Bjorken x and energy scale Q

•   dependence determined by DGLAP evolution 

• x dependence determined from fits to data


• in NNPDF: parametrised by neural networks

Ball et. al, NNPDF4.0, 2109.02653
Maeve Madigan 16/06/22
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Data overlap

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.
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Often the data used in PDF fits are also used in EFT fits.


This overlap will grow as we continue to take a global 
approach to constraining the SMEFT.

Data included in NNPDF4.0, [2109.02653]:

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.
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Data overlap

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10

Often the data used in PDF fits are also used in EFT fits.


This overlap will grow as we continue to take a global 
approach to constraining the SMEFT.


‣ e.g. Top quark data used to fit the SMEFT in the 
global fit of J. Ethier et. al, 2105.00006, SMEFiTcQ
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Figure 5.7. Comparison of the magnitude of 95% CL intervals in the global (marginalised) and
individual fits at the linear (top) and quadratic (bottom) level, see also Table 5.4.

CL intervals found in the linear EFT anaysis are increased as follows when going from the
individual to the marginalised fits:

ctZ : [≠0.04, 0.10] (individual) vs [≠17, 5.6] (marginalised) ,

cÏB : [≠0.005, 0.002] (individual) vs [≠0.7, 0.3] (marginalised) .

This e�ect clearly emphasizes the importance of adopting a fitting basis as wide as possible,
in order to avoid obtaining artificially stringent bounds simply because one is being blind
to other relevant directions of the parameter space. One important exception of this rule
would be those cases where one is guided by specific UV-complete models, which motivate
the reduction in the parameter space to a subset of operators. We also note that the triple
gauge operator cW is one of the few coe�cients whose individual and marginalised bounds
are identical: this can be traced back to the fact that this operator is very weakly correlated
with other coe�cients (see also Fig. 5.6), being constrained exclusively by the diboson data.
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Often the data used in PDF fits are also used in EFT fits.


This overlap will grow as we continue to take a global 
approach to constraining the SMEFT.


‣ e.g. Dijet data used to fit the SMEFT operator       
in F. Krauss et. al, 1611.00767

11

Data overlap

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.
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Figure 1: ST distributions from CMS [14] in various bins of exclusive/inclusive jet multiplicity Njets, compared to our multijet-
merged signal and background predictions including perturbative uncertainties.

published 13 TeV analysis based on a sizeable data set
and extending to a large number of jets without requir-
ing any additional particles in the final state. Obviously,
dedicated ATLAS or CMS analyses of multijet produc-
tion in the light of dimension-six operators will improve
upon our results. The background is completely domi-
nated by QCD jet production, so just as in the original
analysis we neglect non-QCD backgrounds.

For a robust description of the high-multiplicity QCD
jet backgrounds, we employ CKKW multijet merging
within Sherpa [17, 18], with next-to-leading-order ma-
trix elements for dijet production and leading-order ma-
trix elements for up to six jets in the final state. Our
nominal choice for the factorization and renormalization
scales is determined by a backwards clustering procedure
and the scale choice

p
2µ2

r,f = 1/(s�1 + t�1 + u�1) for
the 2 ! 2 core process [17].

As shown in Fig. 1, the observed ST distributions are
accurately described by our SM simulations. We estimate
perturbative uncertainties through independent variation
of both scales by a factor of two around the nominal

values, omitting combinations where one scale is varied
upwards and the other one downwards to avoid large log-
arithms. All di↵erences between data and the SM sim-
ulation are within the estimated perturbative uncertain-
ties. The minimal tension in the exclusive two-jet bin
at low ST only occurs after translating the original in-
clusive results into jet-exclusive distributions. They will
not a↵ect our analysis of the multijet rates and our con-
straints on higher-dimensional operators contributing to
this process.

Our signal simulations including the operator OG are
based on an implementation of the dimension-six op-
erator of Eq.(1) in FeynRules [19]. We employ the
Ufo output format in order to facilitate event gener-
ation with Sherpa and its matrix element generator
Comix [20, 21]. For the purpose of implementing the
new exotic color structures that appear in the Feynman
rules of the dimension-six operator, a code generator
module for arbitrary color structures was implemented
in Sherpa. This feature will become publicly available
along with the next Sherpa release. The automatic gen-
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Data overlap

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10

Often the data used in PDF fits are also used in EFT fits.


This overlap will grow as we continue to take a global 
approach to constraining the SMEFT.


‣ e.g. Drell-Yan data used to fit the SMEFT 4-fermion 
operators in Farina et. al 1609.08157
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FIG. 1. Fit to CMS [27] and ATLAS [29] dilepton invariant mass distributions measured at 8TeV. Left: comparison
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uncertainties. We also show how the central value of the theoretical prediction changes when W varies within its 95% CL range.

Right: 95%CL constraints in the W-Y plane.

boson propagators as [49]

PN =

2

4
1
q2 � t2W+Y

m2
Z

t((Y+T̂)c2+s2W�Ŝ)
(c2�s2)(q2�m2

Z)
+ t(Y�W)

m2
Z

? 1+T̂�W�t2Y
q2�m2

Z
� t2Y+W

m2
Z

3

5

PC =
1+((T̂�W�t2Y)�2t2(Ŝ�W�Y))/(1�t2)

(q2�m2
W )

� W
m2

W
, (1)

where q is the four-momentum and s, c, and t are the sine,
cosine, and tangent of the Weinberg angle. The parame-
ters Ŝ and T̂ have normalizations that di↵er from the con-
ventional normalizations [22] as follows: Ŝ = ↵/(4s2)S
and T̂ = ↵T . All 4 parameters are constrained at the
few per mille level, mainly from precision data collected
at LEP [50] and from W boson mass measurements at
the Tevatron [51, 52].

In view of these strong constraints, one might expect
that no significant progress is possible at the LHC since
DY cross sections, which are the best probes of Eq. (1),
are measured with at best a few percent accuracy [26–
29]. This expectation is correct for Ŝ and T̂, which only
appear on the pole of the propagator, which is better
constrained at LEP. However, W and Y introduce con-
stant terms in the propagator, modifying the cross sec-
tions by a factor that grows with energy as q2/m2

W . Neu-
tral DY measurements from the 8 TeV LHC [27, 29] have
already achieved 10% accuracy at a center of mass energy
q ⇠ 1 TeV, where this enhancement factor is above 100.
They could thus be already sensitive to values of W and
Y as small as 10�3, outside the reach of LEP. More-
over, current high-energy measurements are statistics-

dominated, the systematic component of the error being
as small as 2%. Big improvements are thus possible at
13 TeV thanks to higher energy and luminosity.

The electroweak gauge boson propagators are modi-
fied by an e↵ective Lagrangian, L, containing the two
dimension-6 operators from the middle column of Ta-
ble I. These operators generate the W and Y parameters
of Eq. (1). The e↵ects of W and Y on DY are also cap-
tured by L0, which consists of the operators from the right
column of Table I. Here, JL and JY are the SU(2)L and
U(1)Y currents, and g1,2 are the corresponding couplings.
The current bilinears contain quark-lepton contact oper-
ators (a subset of those considered in Ref. [41]) which di-
rectly contribute to the DY amplitude with a term that
grows with the energy, mimicking the e↵ect of the mod-
ified propagators in Eq. (1). The e↵ective Lagrangian
L0 is obtained from L by field redefinitions, after trun-
cating operators that are higher order in W and Y and
with more derivatives. L and L0 are physically inequiv-
alent because of this truncation, however they agree in
the limits of small W and Y and/or low energy.

Current Limits and Future Prospects.— We com-
pute the tree-level neutral (pp ! l+l�) and charged
(pp ! l⌫) DY di↵erential cross sections with the modi-
fied propagators of Eq. (1). The di↵erential distribution
is integrated in dilepton invariant mass (for neutral DY)
and transverse lepton mass (for charged DY) bins and
compared with the observations using a �2 test. The
value of the cross section in each bin can be written as
� = �SM (1 +

P
p apCp +

P
pq bpqCpCq), C = {W,Y},
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Theoretical inconsistencies

13

PDFs are an input to SMEFT fits:

But PDFs are found assuming the SM: 

‘Standard Model PDFs’
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�SMEFT(C) = f1 ⌦ f2 ⌦ �̂SMEFT(C)
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How do the constraints on the SMEFT change if we perform a 
 consistent joint determination of the PDFs and SMEFT?
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How do the constraints on the SMEFT change if we perform a 
 consistent joint determination of the PDFs and SMEFT?

How do the PDFs change if we perform a 
 consistent joint determination of the PDFs and SMEFT?
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How do the constraints on the SMEFT change if we perform a 
 consistent joint determination of the PDFs and SMEFT?

How do the PDFs change if we perform a 
 consistent joint determination of the PDFs and SMEFT?

Could we be absorbing signs of new physics into the PDFs?
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Can New Physics Hide Inside the Proton?

First studied with deep inelastic 
scattering data by Carrazza et al.: 
PRL 123 (2019) 13, 132001 

A proof of concept that 
disentangling PDF and SMEFT 
effects is possible 

Used a simple  methodology, 
sampling across SMEFT parameter 
space

3

Individual Marginalised

no PDF unc w PDF unc

au [�0.1,+0.4] [�2.3,+1.4] [�3.6,+2.7]

ad [�1.6,+0.4] [�13,+3.9] [�19,+11]

as [�2.8,+4.2] [�18,+29] [�36,+47]

ac [�2.6,+1.2] [�13,+7.0] [�21,+15]

TABLE I: The 90% CL intervals (for ⇤ = 1 TeV) for the coef-
ficients extracted with fixed PDFs, comparing individual and
marginalised bounds with and without PDF uncertainties.

The most stringent bounds are obtained for au, fol-
lowed by ad, and then ac and as. This is consistent with
the fact that the SMEFT corrections proportional to aq

are weighted by the corresponding PDFs in Eq. (3), and
that in the HERA region u(x)

⇠
> d(x) � s(x), c(x). The

marginalised bounds are looser than the individual ones
by up to an order of magnitude, highlighting the rele-
vance of exploring simultaneously the widest possible re-
gion of the parameter space. PDF uncertainties turn out
to be moderate. For the individual fits, the bounds are
stable upon the inclusion of O

�
Q

4
/⇤4

�
terms.

The main limitation of the bounds reported in Table I
is that they are a↵ected by double counting, since the
same HERA data was already included in the NNPDF3.1
fit used here to evaluate the DIS structure functions with
SMEFT e↵ects. The very same problem arises for the in-
terpretation of collider measurements that are used to
constrain both the PDFs and the SMEFT parameter
space, such as jet, Drell-Yan, and top quark pair pro-
duction. To bypass this limitation, the way forward is
provided by the simultaneous extraction of the PDFs and
the SMEFT degrees of freedom {aq}, in the same way as
in joint extractions of PDFs and the strong coupling con-
stant [58].

We have thus carried out variants of the NNPDF3.1
NNLO DIS-only fit now using as theory input the struc-
ture functions with SMEFT corrections. These fits have
been performed for the same BPs as in the fixed-PDF
analysis, and are based on 300 replicas to tame statis-

tical fluctuations. Defining ��
2
smeft = �

2
tot � �

2(SM)
tot , we

find that the BP with the largest improvement (deteriora-
tion) with respect to the SM has ��

2
smeft ' �10 (' 90),

see Fig. 2. In all cases, �2
tot decreases as compared to the

pre-fit (fixed-PDF) result, indicating that SMEFT e↵ects
are being partially reabsorbed into the PDFs.

From Fig. 2 one expects that in the fits with SMEFT
corrections the resulting PDFs will be distorted as com-
pared to their SM-based counterparts. Here the flexi-
ble NNPDF parametrisation is suitable to robustly as-
sess to what extent such e↵ects can be reabsorbed into
the PDFs. Firstly, we find that the quark valence dis-
tributions are rather similar to those of the SM case,
see the Appendix. The reason is that quark PDFs are
dominantly fixed by the moderate Q

2 fixed-target DIS

FIG. 2: The di↵erence in �2
tot with respect to the SM in the

fits with di↵erent BPs, compared to the fixed-PDF results.
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FIG. 3: The gluon PDF in the fits with two representative
SMEFT BPs (for ⇤ = 1 TeV), normalised to the SM result.

data, and thus una↵ected by the high-Q2 HERA struc-
ture functions.

More significant di↵erences are observed for the gluon
PDF. Within a DIS-only fit, the gluon is mostly con-
strained from the scaling violations between the low- and
high-Q2 data, which are strongly modified in the pres-
ence of energy-growing SMEFT e↵ects. In Fig. 3 we
show the gluon in the fits based on the (au, ad, as, ac) =
(�0.3,�1.8,�5, 5) and (0, 1.2, 10, 0) BPs, normalised to
the SM and where PDF uncertainties are only displayed
for the latter. These are two of the BPs leading to the
largest deviations from the SM at the �

2 level, with
��

2
smeft ' 65 and 41 at the pre-fit level respectively,

while also being consistent with the bounds from the
HERA data in Table I. We find that the SMEFT-induced
distortions can be comparable with the PDF uncertain-
ties and thus should be taken into account. These dis-
tortions would be even more pronounced in a global fit,
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High-mass Drell-Yan tails

18

New physics in 4-fermion operators will 
manifest as a smooth distortion of the high-
mass tail

<latexit sha1_base64="PPDBooU1lHUQH4uDBJi0ED5KUCE=">AAACMXicbVDLSgMxFM34rPVVdekmWARBKDNV1GW1CF0oKNoHdGrJpJkaTGaG5I5YwvySG/9E3LhQxK0/YVq78HUgcO4593JzT5AIrsF1n52JyanpmdncXH5+YXFpubCy2tBxqiir01jEqhUQzQSPWB04CNZKFCMyEKwZ3FSHfvOWKc3j6BIGCetI0o94yCkBK3ULNV8SuKZEmMMM+5pL/E3oGh/YHShpLk6zDG/jqh8qQs3xlSlnmfFP7J4eGRW4Wyi6JXcE/Jd4Y1JEY5x1C49+L6apZBFQQbRue24CHUMUcCpYlvdTzRJCb0iftS2NiGS6Y0YXZ3jTKj0cxsq+CPBI/T5hiNR6IAPbOTxH//aG4n9eO4XwoGN4lKTAIvq1KEwFhhgP48M9rhgFMbCEUMXtXzG9JjYUsCHnbQje75P/kka55O2Vds53i5WjcRw5tI420Bby0D6qoBo6Q3VE0T16Qi/o1Xlwnp035/2rdcIZz6yhH3A+PgFMfard</latexit>

A ⇠ ASM + C
E2

⇤2

q

q̄ `+

`�

4

<latexit sha1_base64="l+jBF/AQzrvJvCQsm91GDf8xioY=">AAAB9HicbVBNSwMxEJ31s9avqkcvwSJ4Krsq6rHoxWMF+wHtUrLptA1NdtckWyhLf4cXD4p49cd489+YbfegrQ9meLw3QyYviAXXxnW/nZXVtfWNzcJWcXtnd2+/dHDY0FGiGNZZJCLVCqhGwUOsG24EtmKFVAYCm8HoLvObY1SaR+GjmcToSzoIeZ8zaqzky27aQSFI1qbdUtmtuDOQZeLlpAw5at3SV6cXsURiaJigWrc9NzZ+SpXhTOC02Ek0xpSN6ADbloZUovbT2dFTcmqVHulHylZoyEz9vZFSqfVEBnZSUjPUi14m/ue1E9O/8VMexonBkM0f6ieCmIhkCZAeV8iMmFhCmeL2VsKGVFFmbE5FG4K3+OVl0jiveFeVi4fLcvU2j6MAx3ACZ+DBNVThHmpQBwZP8Ayv8OaMnRfn3fmYj644+c4R/IHz+QPCapIa</latexit>m``

<latexit sha1_base64="Rac9wj/6/YMtNEa9AiDvVTTzCDQ=">AAACCXicbZC7TsMwFIYdrqXcAowsFhUSU5UAAsYKFsYi0YvURJHjOK1V24lsB6mKsrLwKiwMIMTKG7DxNjhtBmg5kq1P/3+O7POHKaNKO863tbS8srq2Xtuob25t7+zae/tdlWQSkw5OWCL7IVKEUUE6mmpG+qkkiIeM9MLxTen3HohUNBH3epISn6OhoDHFSBspsKEXS4TzCHqKDjkqDPEg9whjsLyKIrAbTtOZFlwEt4IGqKod2F9elOCME6ExQ0oNXCfVfo6kppiRou5liqQIj9GQDAwKxIny8+kmBTw2SgTjRJojNJyqvydyxJWa8NB0cqRHat4rxf+8QabjKz+nIs00EXj2UJwxqBNYxgIjKgnWbGIAYUnNXyEeIRONNuHVTQju/MqL0D1tuhfNs7vzRuu6iqMGDsEROAEuuAQtcAvaoAMweATP4BW8WU/Wi/Vufcxal6xq5gD8KevzB8bFmmY=</latexit>

d�

dm``

High-mass Drell-Yan measurements are used to probe 4-fermion operators. 
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High-mass Drell-Yan tails

19

Energy helps accuracy:

High-mass Drell-Yan measurements provide important constraints, despite statistical uncertainties in the tail: 

Farina et. al 1609.08157
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FIG. 1. Fit to CMS [27] and ATLAS [29] dilepton invariant mass distributions measured at 8TeV. Left: comparison

of data and SM prediction. The error bars include the fractional experimental uncertainties, while the thickness of the SM

predictions include uncertainties from PDF and scale variation. The smaller error bars in the ATLAS plot show the systematic

uncertainties. We also show how the central value of the theoretical prediction changes when W varies within its 95% CL range.

Right: 95%CL constraints in the W-Y plane.

boson propagators as [49]
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where q is the four-momentum and s, c, and t are the sine,
cosine, and tangent of the Weinberg angle. The parame-
ters Ŝ and T̂ have normalizations that di↵er from the con-
ventional normalizations [22] as follows: Ŝ = ↵/(4s2)S
and T̂ = ↵T . All 4 parameters are constrained at the
few per mille level, mainly from precision data collected
at LEP [50] and from W boson mass measurements at
the Tevatron [51, 52].

In view of these strong constraints, one might expect
that no significant progress is possible at the LHC since
DY cross sections, which are the best probes of Eq. (1),
are measured with at best a few percent accuracy [26–
29]. This expectation is correct for Ŝ and T̂, which only
appear on the pole of the propagator, which is better
constrained at LEP. However, W and Y introduce con-
stant terms in the propagator, modifying the cross sec-
tions by a factor that grows with energy as q2/m2

W . Neu-
tral DY measurements from the 8 TeV LHC [27, 29] have
already achieved 10% accuracy at a center of mass energy
q ⇠ 1 TeV, where this enhancement factor is above 100.
They could thus be already sensitive to values of W and
Y as small as 10�3, outside the reach of LEP. More-
over, current high-energy measurements are statistics-

dominated, the systematic component of the error being
as small as 2%. Big improvements are thus possible at
13 TeV thanks to higher energy and luminosity.

The electroweak gauge boson propagators are modi-
fied by an e↵ective Lagrangian, L, containing the two
dimension-6 operators from the middle column of Ta-
ble I. These operators generate the W and Y parameters
of Eq. (1). The e↵ects of W and Y on DY are also cap-
tured by L0, which consists of the operators from the right
column of Table I. Here, JL and JY are the SU(2)L and
U(1)Y currents, and g1,2 are the corresponding couplings.
The current bilinears contain quark-lepton contact oper-
ators (a subset of those considered in Ref. [41]) which di-
rectly contribute to the DY amplitude with a term that
grows with the energy, mimicking the e↵ect of the mod-
ified propagators in Eq. (1). The e↵ective Lagrangian
L0 is obtained from L by field redefinitions, after trun-
cating operators that are higher order in W and Y and
with more derivatives. L and L0 are physically inequiv-
alent because of this truncation, however they agree in
the limits of small W and Y and/or low energy.

Current Limits and Future Prospects.— We com-
pute the tree-level neutral (pp ! l+l�) and charged
(pp ! l⌫) DY di↵erential cross sections with the modi-
fied propagators of Eq. (1). The di↵erential distribution
is integrated in dilepton invariant mass (for neutral DY)
and transverse lepton mass (for charged DY) bins and
compared with the observations using a �2 test. The
value of the cross section in each bin can be written as
� = �SM (1 +

P
p apCp +

P
pq bpqCpCq), C = {W,Y},

3
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FIG. 2. Projected 95% CL exclusions in the W-Y plane. Left: exclusion from neutral (purple) and charged (green) DY

from LHC measurements at various luminosities and energies, compared to LEP bounds (gray). Right: projected reach from

a 100TeV collider (notice the change of scale).

and ap, bpq are numbers that vary bin-by-bin. The coef-
ficients ap represent the interference between the SM and
the new physics, which is the leading e↵ect in our case.
The SM cross section, �SM , is computed at NNLO QCD
using FEWZ [33–36, 53, 54]. The NNPDF2.3@NNLO
PDF [55, 56], with ↵s = 0.119, is employed for the cen-
tral value predictions at 8 and 13TeV, and to quantify
PDF uncertainties. We use NNPDF3.0@NNLO [57] for
100TeV projections. The QCD scale and PDF uncertain-
ties are included following Ref. [46]. The photon PDF is
not a significant source of uncertainty, because it was
recently determined with high precision [58].

Run-1 limits on W and Y from neutral DY are ob-
tained using the di↵erential cross section measurements
performed by ATLAS [29] and CMS [27], including the
full correlation matrix of experimental uncertainties. The
left panel of Fig. 1 shows the comparison of the ATLAS
and CMS measurements with our theoretical predictions
for the cross section in each bin in the SM (W = Y = 0)
hypothesis. Theoretical uncertainties from PDF and
scale uncertainty are displayed as a shaded band, while
the black error bars represent experimental uncertain-
ties. Our predictions reproduce observations, under the
SM hypothesis, over the whole invariant mass range. We
also notice that statistical errors are by far dominant at
high mass, the theoretical and systematical uncertain-
ties being one order of magnitude smaller, around 2%.
The right panel of Fig. 1 shows the 95% exclusion con-
tours obtained with ATLAS and CMS data in the W-Y
plane. The constraint from LEP and from other low-
energy measurements [50] is displayed as a grey region
(marginalizing over Ŝ and T̂). Run-1 limits from neutral
DY are already competitive with LEP constraints.

We project neutral/charged DY reach at 13 TeV and
at a future 100 TeV collider. We also project the reach
of 8 TeV for charged DY (di↵erential cross section mea-
surements are presently unavailable at high transverse
mass). In order to estimate experimental uncertainties,
we include fully correlated (�c) and uncorrelated (�uc) un-
certainties. For neutral DY, we use �c = �uc = 2%, com-
mensurate with uncertainties achieved in existing 8 TeV
measurements. For charged DY we use �c = �uc = 5%,
consistent with uncertainty attributed to charged DY
backgrounds to W 0 searches [43, 59, 60]. We apply the
cuts p`T > 25 GeV and |⌘`| < 2.5 on leptons, and as-
sume an identification e�ciency of 65% (80%) for elec-
trons (muons). For neutral (charged) DY we bin invari-
ant (transverse) mass as in Ref. [46].

Our 13 TeV results, overlaid with the LEP limit, are
shown in Fig. 2 left, for luminosities of 100, 300, and
3000 fb�1. The projected LHC limits are radically bet-
ter than present constraints. The expected Run-1 limit
on W from charged DY is shown as a dotted green band.
The reach far surpasses LEP, even with Run-1 data. Pro-
jections for 100TeV are shown to the right of Fig. 2 for
luminosities of 3 and 10 ab�1.

In order to delve deeper into our results, Fig. 3 shows
how the limit on W or Y changes if only invariant
mass (for neutral DY, left panel) or transverse mass (for
charged DY, right panel) bins below a certain threshold
⇤cut are included. We learn that our limits mainly rely on
measurements below 1 (2) TeV for

p
s = 8 (13) TeV. The

dramatic improvement of reach with
p
s is a direct conse-

quence of how the relevant bins scale with
p
s, as visible

in Fig. 3, leading to an improvement of sensitivity to W or
Y that scales as q2/m2

W / s. By highlighting the relevant

Constraints from Run I DY 
are almost competitive 
with LEP precision data

Projected constraints from 
the LHC at 8 and 13 TeV

Maeve Madigan 16/06/22
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High-mass Drell-Yan tails
High-mass Drell-Yan measurements provide important constraints on the SMEFT, despite statistical 
uncertainties in the tail. 

What about the PDFs?

Maeve Madigan 16/06/22
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Our methodology limits us to 1-2 SMEFT parameters.

Maeve Madigan 16/06/22

Operators to which DY is sensitive include:
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Our methodology limits us to 1-2 SMEFT parameters.
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Operators to which DY is sensitive include:
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O
(1)
Hl

<latexit sha1_base64="ZSpBMo3cY6YqNqWAGKoZd/E4eDA=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWAR6qYkUtRl0U13VrAPaGOYTCft0MkkzkyEErPwV9y4UMStv+HOv3HSZqGtBwYO59zLPXO8iFGpLOvbKCwtr6yuFddLG5tb2zvm7l5bhrHApIVDFoquhyRhlJOWooqRbiQICjxGOt74KvM7D0RIGvJbNYmIE6Ahpz7FSGnJNQ/6AVIjjFhynbpJ4z69Syr2SeqaZatqTQEXiZ2TMsjRdM2v/iDEcUC4wgxJ2bOtSDkJEopiRtJSP5YkQniMhqSnKUcBkU4yzZ/CY60MoB8K/biCU/X3RoICKSeBpyeztHLey8T/vF6s/AsnoTyKFeF4dsiPGVQhzMqAAyoIVmyiCcKC6qwQj5BAWOnKSroEe/7Li6R9WrXPqrWbWrl+mddRBIfgCFSADc5BHTRAE7QABo/gGbyCN+PJeDHejY/ZaMHId/bBHxifP8qwlfU=</latexit>

O
(1)
Hq

<latexit sha1_base64="oNh1pMS0PsUVyepdxNTGbqNCtA0=">AAAB/3icbVC7TsMwFHV4lvIKILGwWFRIZakSqICxgqUbRaIPqQ2R4zqtVccJtoNUhQz8CgsDCLHyG2z8DU6bAVqOZOnonHt1j48XMSqVZX0bC4tLyyurhbXi+sbm1ra5s9uSYSwwaeKQhaLjIUkY5aSpqGKkEwmCAo+Rtje6yvz2AxGShvxWjSPiBGjAqU8xUlpyzf1egNQQI5Zcp25Sv0/vkvLpceqaJatiTQDniZ2TEsjRcM2vXj/EcUC4wgxJ2bWtSDkJEopiRtJiL5YkQniEBqSrKUcBkU4yyZ/CI630oR8K/biCE/X3RoICKceBpyeztHLWy8T/vG6s/AsnoTyKFeF4esiPGVQhzMqAfSoIVmysCcKC6qwQD5FAWOnKiroEe/bL86R1UrHPKtWbaql2mddRAAfgEJSBDc5BDdRBAzQBBo/gGbyCN+PJeDHejY/p6IKR7+yBPzA+fwDNvJX3</latexit>

O
(3)
Hq

<latexit sha1_base64="SCzR70sgl2RMEIgvTFlNFTBUkkM=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgqiRS1GXRTXdWsA9oQ5hMJ+3QySTMTAol5E/cuFDErX/izr9x2mahrQcGDufcyz1zgoQzpR3n2yptbG5t75R3K3v7B4dH9vFJR8WpJLRNYh7LXoAV5UzQtmaa014iKY4CTrvB5H7ud6dUKhaLJz1LqBfhkWAhI1gbybftQYT1mGCePeR+1qS5b1edmrMAWiduQapQoOXbX4NhTNKICk04VqrvOon2Miw1I5zmlUGqaILJBI9o31CBI6q8bJE8RxdGGaIwluYJjRbq740MR0rNosBMznOqVW8u/uf1Ux3eehkTSaqpIMtDYcqRjtG8BjRkkhLNZ4ZgIpnJisgYS0y0KatiSnBXv7xOOlc197pWf6xXG3dFHWU4g3O4BBduoAFNaEEbCEzhGV7hzcqsF+vd+liOlqxi5xT+wPr8AeHhk9U=</latexit>

OHe

<latexit sha1_base64="tCZhPi9Lj03cJ7ggYgiU7Uu3dsk=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgqiRS1GXRTXdWsA9oQ5hMJ+3QySTMTAol5E/cuFDErX/izr9x2mahrQcGDufcyz1zgoQzpR3n2yptbG5t75R3K3v7B4dH9vFJR8WpJLRNYh7LXoAV5UzQtmaa014iKY4CTrvB5H7ud6dUKhaLJz1LqBfhkWAhI1gbybftQYT1mGCePeR+1kxz3646NWcBtE7cglShQMu3vwbDmKQRFZpwrFTfdRLtZVhqRjjNK4NU0QSTCR7RvqECR1R52SJ5ji6MMkRhLM0TGi3U3xsZjpSaRYGZnOdUq95c/M/rpzq89TImklRTQZaHwpQjHaN5DWjIJCWazwzBRDKTFZExlphoU1bFlOCufnmddK5q7nWt/livNu6KOspwBudwCS7cQAOa0II2EJjCM7zCm5VZL9a79bEcLVnFzin8gfX5A/oxk+U=</latexit>

OHu

<latexit sha1_base64="EM56Y211vngo9MG6+Kv4rknyTqg=">AAAB+XicbVDLSsNAFL2pr1pfUZdugkVwVRIp6rLopjsr2Ae0IUwmk3boZBJmJoUS8iduXCji1j9x5984abPQ1gMDh3Pu5Z45fsKoVLb9bVQ2Nre2d6q7tb39g8Mj8/ikJ+NUYNLFMYvFwEeSMMpJV1HFyCARBEU+I31/el/4/RkRksb8Sc0T4kZozGlIMVJa8kxzFCE1wYhlD7mXtYPcM+t2w17AWidOSepQouOZX6MgxmlEuMIMSTl07ES5GRKKYkby2iiVJEF4isZkqClHEZFutkieWxdaCawwFvpxZS3U3xsZiqScR76eLHLKVa8Q//OGqQpv3YzyJFWE4+WhMGWWiq2iBiuggmDF5pogLKjOauEJEggrXVZNl+Csfnmd9K4aznWj+dist+7KOqpwBudwCQ7cQAva0IEuYJjBM7zCm5EZL8a78bEcrRjlzin8gfH5A+Bck9Q=</latexit>

OHd

energy-growing 4-fermion operators

corrections to the           vertex            
<latexit sha1_base64="Qs8y4Kvh4ybXPipSZ7v85ePsvgs=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7AempWy2m3bpZhN2J0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnCexEdKhEKRtFK/iPpBlRn4ZSE/XLFrbpzkFXi5aQCORr98ld3ELM04gqZpMb4nptgL6MaBZN8WuqmhieUjemQ+5YqGnHTy+YnT8mZVQYkjLUthWSu/p7IaGTMJApsZ0RxZJa9mfif56cYXvcyoZIUuWKLRWEqCcZk9j8ZCM0ZyokllGlhbyVsRDVlaFMq2RC85ZdXSeui6l1Wa/e1Sv0mj6MIJ3AK5+DBFdThDhrQBAYxPMMrvDnovDjvzseiteDkM8fwB87nD64YkOA=</latexit>

Zf̄f

+ others……
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Our methodology limits us to 1-2 SMEFT parameters.

Electroweak oblique parameters
<latexit sha1_base64="+s0T3rzkQRDHcsDVTSCer5EKxxU=">AAAB+XicbZDLSsNAFIZP6q3WW9Slm8EiuJCSqKjLohuXFexF2lAm00k7dDIJM5NCCXkTNy4UceubuPNtnKZZaOsPAx//OYdz5vdjzpR2nG+rtLK6tr5R3qxsbe/s7tn7By0VJZLQJol4JDs+VpQzQZuaaU47saQ49Dlt++O7Wb09oVKxSDzqaUy9EA8FCxjB2lh92+6NsE7b2RnK4Snr21Wn5uRCy+AWUIVCjb791RtEJAmp0IRjpbquE2svxVIzwmlW6SWKxpiM8ZB2DQocUuWl+eUZOjHOAAWRNE9olLu/J1IcKjUNfdMZYj1Si7WZ+V+tm+jgxkuZiBNNBZkvChKOdIRmMaABk5RoPjWAiWTmVkRGWGKiTVgVE4K7+OVlaJ3X3KvaxcNltX5bxFGGIziGU3DhGupwDw1oAoEJPMMrvFmp9WK9Wx/z1pJVzBzCH1mfP0hHk3E=</latexit>

Ŵ , Ŷ
• generated in flavour-universal BSM models 

• their effect on DY is equivalent to the effect of a linear combination of 4-fermion operators:

Maeve Madigan 16/06/22

See 2104.02723 for a flavourful benchmark
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Exp.
p

s (TeV) Ref. Observable ndat

E886 0.8 [98] d�
d
DY/d�

p
DY 15

E886 0.8 [99, 100] d�
p
DY/(dy dm``) 89

E605 0.04 [101] �
p
DY/(dxF dm``) 85

CDF 1.96 [102] d�Z/dyZ 29

D0 1.96 [103] d�Z/dyZ 28

D0 1.96 [104] d�W!µ⌫/d⌘µ asy. 9

ATLAS 7 [105] d�W /d⌘l, d�Z/dyz 30

ATLAS 7 [106] d�Z!e+e�/dme+e� 6

ATLAS 7 [107] d�W /d⌘l, d�Z/dyz 61

ATLAS 7 [108] d�W+c/dyc 22

ATLAS 8 [109] d�Z/dpT 82

ATLAS 8 [110] d�W+j/dpT 32

CMS 7 [111] d�W!l⌫/d⌘` asy. 22

CMS 7 [112] d�W+c/dyc 5

CMS 7 [112] d�W++c/d�W�+c 5

CMS 8 [113] d�Z/dpT 28

CMS 8 [114] d�W!µ⌫/d⌘µ 22

CMS 13 [115] d�W+c/dyc 5

LHCb 7 [116] d�Z!µ+µ�/dyµ+µ� 9

LHCb 7 [117] d�W,Z/d⌘ 29

LHCb 8 [118] d�Z!e+e�/dye+e� 17

LHCb 8 [119] d�W,Z/d⌘ 30

Total 659

Table 3.1. The low-mass and on-shell Drell-Yan datasets used in the present study. For each
dataset we indicate the experiment, the centre-of-mass energy

p
s, the publication reference, the

physical observable, and the number of data points

distribution is 1D or 2D (thus di↵erential only in the lepton invariant mass or di↵erential

in the lepton invariant mass and rapidity), the integrated luminosity L, and the values of

the dilepton invariant mass m`` for the most energetic bin. We note that while the ATLAS

and CMS measurements at
p

s = 7 TeV [120, 121] were already part of the strangeness

study of [95], the corresponding 8 TeV and 13 TeV measurements from [86, 87, 122] were

not and are being considered for the first time in this analysis. For those datasets where

data are available in terms of both Born and dressed leptons, the ATLAS 7 TeV analysis

being an example thereof, we use the Born data so that it is not necessary to supplement

– 8 –

• Deep inelastic scattering data (DIS) from NNPDF3.1

• Low-mass and on-shell Drell-Yan datasets from NNPDF3.1


See 2104.02723 for references

Maeve Madigan 16/06/22
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• Deep inelastic scattering data (DIS) from NNPDF3.1

• Low-mass and on-shell Drell-Yan datasets from NNPDF3.1

• 5 additional high-mass Drell-Yan datasets

See 2104.02723 for references

Exp.
p

s (TeV) Ref. L (fb�1) Channel 1D/2D ndat m
max
`` (TeV)

ATLAS 7 [120] 4.9 e
�

e
+ 1D 13 [1.0, 1.5]

ATLAS (*) 8 [86] 20.3 `
�

`
+ 2D 46 [0.5, 1.5]

CMS 7 [121] 9.3 µ
�

µ
+ 2D 127 [0.2, 1.5]

CMS (*) 8 [87] 19.7 `
�

`
+ 1D 41 [1.5, 2.0]

CMS (*) 13 [122] 5.1
e
�

e
+, µ

�
µ

+

1D
43, 43

[1.5, 3.0]
`
�

`
+ 43

Total 270 (313)

Table 3.2. Same as Table 3.1 for the neutral-current high-mass Drell-Yan datasets considered in
this work. We also indicate the final-state, whether the distribution is 1D (which are di↵erential in
the invariant mass, m``, of the final-state leptons) or 2D (which are di↵erential in both the invariant
mass of the leptons, m``, and in their rapidity, y``), and the values of m`` for the most energetic
bin. Datasets indicated with (*) are used for the first time in this analysis in comparison with [95].

our fixed-order predictions with final-state QED radiation corrections. The CMS 13 TeV

data on the other hand are only provided in terms of dressed leptons. In total, there are

either 270 or 313 data points in this high-mass category, depending on whether the 13

TeV CMS data are included in the combined channel or in the separate electron and muon

channels.

From Table 3.2 one can observe that, with the exception of the CMS 13 TeV data,

only one specific leptonic final state is available to be used in the fit. For the CMS 13

TeV measurement instead, one can select between the combined channel or the individual

electron and muon final states, which are statistically independent. The separate use of the

electron and muon channels is potentially beneficial when considering BSM e↵ects that are

not lepton-flavour universal. For example, in benchmark scenario II described in Sect. 2,

the theoretical predictions for the DY electron data would be those of the SM while those

of the muon data should include EFT corrections. On the other hand in the (flavour-

universal) Ŵ and Ŷ scenario, it is more convenient to include the data from the combined

channel, which displays reduced systematic uncertainties.

3.2 Theoretical predictions

We now discuss the settings of the theoretical calculations, both in the SM and in the

SMEFT. Appendix C contains further information regarding the computation and bench-

marking of the SMEFT corrections for both the DIS structure functions, for which the

e↵ect in both scenarios is negligible, and the DY cross sections, for which the impact of

SMEFT corrections is much more sizeable.

SM cross sections. The SM cross sections are computed at next-to-next-to-leading or-

der (NNLO) in QCD and include next-to-leading order (NLO) EW corrections, the latter

– 9 –

Maeve Madigan 16/06/22



26

SM predictions are calculated at NNLO QCD and NLO EW. 

‣ we use MadGraph5_aMC@NLO interfaced with APPLgrids via aMCfast to generate 
predictions at NLO in QCD


‣ we apply k-factors:


Theoretical predictions

<latexit sha1_base64="3XvhgytXRPDSFuO0KnXmYnHYgfs=">AAAC23icrVJNb9QwEHXCR8vytcCRy4gVqEjVkkAFXJAqygGJqrQS2660DpHjOFlTO4nsCWgVwoUDCHHlj3Hjb/AL8GZXqN1yZCRLT2/e+I1nnFRKWgyCX55/7vyFi2vrl3qXr1y9dr1/4+ahLWvDxYiXqjTjhFmhZCFGKFGJcWUE04kSR8nxzjx/9F4YK8viDc4qEWmWFzKTnKGj4v5vgFdxQ42Gg50X7b1nQJXIcAMaypmC3TZuenAy5Lv2bSff29t93QItUWphIaUfZCqmDKmVuWZx43Q0kfnH+K+YbnYW1Mh8ivdP3zqXPlg4/2fjVV+gm3F/EAyDLuAsCJdgQJaxH/d/0rTktRYFcsWsnYRBhVHDDEquRNujtRUV48csFxMHC+Yai5puNy3cdUwKWWncKRA69mRFw7S1M504pWY4tau5Ofmv3KTG7GnUyKKqURR8YZTVCrCE+aIhlUZwVDMHGDfS9Qp8ygzj6L5Dzw0hXH3yWXD4cBg+Hj462BpsP1+OY53cJnfIBgnJE7JNXpJ9MiLcG3ufvC/eVz/yP/vf/O8Lqe8ta26RU+H/+AOnn9pf</latexit>

KQCD =
⇣
LNNLO

ij ⌦ db�ij

��
NNLOQCD

⌘�⇣
LNNLO

ij ⌦ db�ij

��
NLOQCD

⌘

<latexit sha1_base64="0A84pZjX1740aApxd0OHwQRetCI=">AAACxnicjVFNi9RAEO3Er3X8GvXopXFQVpQxUVEvwuIoLLisu+DsLEyPodLpZNrt7oTuissQI/5Gbx78L/bM5LAfghY0PF7Vq1ddlVZKOoyiX0F44eKly1c2rvauXb9x81b/9p0DV9aWizEvVWkPU3BCSSPGKFGJw8oK0KkSk/RotMxPvgrrZGk+4aISMw2FkbnkgJ5K+r8/JA2zmr6ftA/fUKZEjpsN46DoTps0VH5pP6/yu7s7H1tWotTC9eiJyNixzMQckDlZaEgaL2GpLL6t+3rZ9/3Ru8e+P7OymOOjU+pl5dN/2dLO9z+82BPq3bxi7ZX0B9EwWgU9D+IODEgXe0n/J8tKXmthkCtwbhpHFc4asCi5Em2P1U5UwI+gEFMPDfixZs3qDC194JmM5qX1zyBdsScVDWjnFjr1lRpw7s7mluTfctMa89ezRpqqRmH42iivFcWSLm9KM2kFR7XwALiVflbK52CBo798zy8hPvvl8+Dg2TB+OXy+/2Kw9bZbxwa5R+6TTRKTV2SLbJM9MiY8GAUysIELt0MT1uHxujQMOs1dcirCH38AidfW7g==</latexit>

KEW =
⇣
LNNLO

ij ⌦ db�ij

��
NLO QCD+EW

⌘�⇣
LNNLO

ij ⌦ db�ij

��
NLOQCD

⌘

Maeve Madigan 16/06/22
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SM predictions are calculated at NNLO QCD and NLO EW. 

‣ we use MadGraph5_aMC@NLO interfaced with APPLgrids via aMCfast to generate 
predictions at NLO in QCD


‣ we apply k-factors:


Theoretical predictions

<latexit sha1_base64="3XvhgytXRPDSFuO0KnXmYnHYgfs=">AAAC23icrVJNb9QwEHXCR8vytcCRy4gVqEjVkkAFXJAqygGJqrQS2660DpHjOFlTO4nsCWgVwoUDCHHlj3Hjb/AL8GZXqN1yZCRLT2/e+I1nnFRKWgyCX55/7vyFi2vrl3qXr1y9dr1/4+ahLWvDxYiXqjTjhFmhZCFGKFGJcWUE04kSR8nxzjx/9F4YK8viDc4qEWmWFzKTnKGj4v5vgFdxQ42Gg50X7b1nQJXIcAMaypmC3TZuenAy5Lv2bSff29t93QItUWphIaUfZCqmDKmVuWZx43Q0kfnH+K+YbnYW1Mh8ivdP3zqXPlg4/2fjVV+gm3F/EAyDLuAsCJdgQJaxH/d/0rTktRYFcsWsnYRBhVHDDEquRNujtRUV48csFxMHC+Yai5puNy3cdUwKWWncKRA69mRFw7S1M504pWY4tau5Ofmv3KTG7GnUyKKqURR8YZTVCrCE+aIhlUZwVDMHGDfS9Qp8ygzj6L5Dzw0hXH3yWXD4cBg+Hj462BpsP1+OY53cJnfIBgnJE7JNXpJ9MiLcG3ufvC/eVz/yP/vf/O8Lqe8ta26RU+H/+AOnn9pf</latexit>

KQCD =
⇣
LNNLO

ij ⌦ db�ij

��
NNLOQCD

⌘�⇣
LNNLO

ij ⌦ db�ij

��
NLOQCD

⌘

<latexit sha1_base64="0A84pZjX1740aApxd0OHwQRetCI=">AAACxnicjVFNi9RAEO3Er3X8GvXopXFQVpQxUVEvwuIoLLisu+DsLEyPodLpZNrt7oTuissQI/5Gbx78L/bM5LAfghY0PF7Vq1ddlVZKOoyiX0F44eKly1c2rvauXb9x81b/9p0DV9aWizEvVWkPU3BCSSPGKFGJw8oK0KkSk/RotMxPvgrrZGk+4aISMw2FkbnkgJ5K+r8/JA2zmr6ftA/fUKZEjpsN46DoTps0VH5pP6/yu7s7H1tWotTC9eiJyNixzMQckDlZaEgaL2GpLL6t+3rZ9/3Ru8e+P7OymOOjU+pl5dN/2dLO9z+82BPq3bxi7ZX0B9EwWgU9D+IODEgXe0n/J8tKXmthkCtwbhpHFc4asCi5Em2P1U5UwI+gEFMPDfixZs3qDC194JmM5qX1zyBdsScVDWjnFjr1lRpw7s7mluTfctMa89ezRpqqRmH42iivFcWSLm9KM2kFR7XwALiVflbK52CBo798zy8hPvvl8+Dg2TB+OXy+/2Kw9bZbxwa5R+6TTRKTV2SLbJM9MiY8GAUysIELt0MT1uHxujQMOs1dcirCH38AidfW7g==</latexit>

KEW =
⇣
LNNLO

ij ⌦ db�ij

��
NLO QCD+EW

⌘�⇣
LNNLO

ij ⌦ db�ij

��
NLOQCD

⌘

Maeve Madigan 16/06/22

<latexit sha1_base64="OyoU8/BYShSDKk2Dw5zEqj8zn0w=">AAACK3icbVDJSgNBFOxxjXGLevTSGARBCDMq6kUIEUUQIWJWkhB6Oj1Jk56F7jdiGOZ/vPgrHvTgglf/w84iamJBQ1FVj9ev7EBwBab5ZkxNz8zOzScWkotLyyurqbX1kvJDSVmR+sKXFZsoJrjHisBBsEogGXFtwcp297Tvl2+ZVNz3CtALWMMlbY87nBLQUjOVu2xGdWB3IN3o5ursvBDH+ARbeBfXOwSicoz7gSGNv9Xqj1qN42YqbWbMAfAksUYkjUbIN1NP9ZZPQ5d5QAVRqmaZATQiIoFTweJkPVQsILRL2qymqUdcphrR4NYYb2ulhR1f6ucBHqi/JyLiKtVzbZ10CXTUuNcX//NqITjHjYh7QQjMo8NFTigw+LhfHG5xySiIniaESq7/immHSEJB15vUJVjjJ0+S0l7GOszsXx+ks7lRHQm0ibbQDrLQEcqiC5RHRUTRPXpEL+jVeDCejXfjYxidMkYzG+gPjM8vHU+nDA==</latexit>

KSMEFT = 1 + ŴKŴ + Ŷ KŶ

We calculate SMEFT predictions by applying k-factors to the SM predictions calculated at LO in 
QCD, EW:



28

Results: 

Best-fit shifts by  

Parabola broadens by 15% 

Maeve Madigan 16/06/22
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Results: 
<latexit sha1_base64="bT7DscWbCg/KL50xgtzxdHnrrcQ=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU1GPRi8cK9kPaUDbbTbt0swm7E6GE/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWj26nfeuLaiFg94DjhfkQHSoSCUbRSqzukmD1OeuWKW3VnIMvEy0kFctR75a9uP2ZpxBUySY3peG6CfkY1Cib5pNRNDU8oG9EB71iqaMSNn83OnZATq/RJGGtbCslM/T2R0ciYcRTYzoji0Cx6U/E/r5NieO1nQiUpcsXmi8JUEozJ9HfSF5ozlGNLKNPC3krYkGrK0CZUsiF4iy8vk+ZZ1busnt9fVGo3eRxFOIJjOAUPrqAGd1CHBjAYwTO8wpuTOC/Ou/Mxby04+cwh/IHz+QODvY+y</latexit>

Ŷ

Best-fit shifts by  

Parabola broadens by 12% 

Maeve Madigan 16/06/22



SMEFT PDFs

30

We see a moderate shift of the PDF central values, and no change to the PDF uncertainties.
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We expect HL-LHC measurement of high-mass DY to offer much higher precision. 

‣ reduction in PDF uncertainties (see projections in 1810.03639) 
‣ reduction in SMEFT constraints

How do the SMEFT constraints and PDFs change if we perform a 
 consistent joint determination of the PDFs and SMEFT 

at the HL-LHC?

Next, we create projections for the interplay between PDFs and the SMEFT at the HL-LHC.

Maeve Madigan 16/06/22



• We produce pseudodata under the assumption of the SM for neutral and charged current DY


• We restrict to                           to avoid the systematics-dominated region 


• Acceptance cuts and systematics uncertainties are modelled on reference measurements from ATLAS and 
CMS

HL-LHC projections
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s = 14 TeV
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HL-LHC projections

Comparing blue to orange: 

‣ neglecting the interplay between 
PDFs and the SMEFT leads to a 
significant overestimate of the 
EFT constraints. 

dashed: not including PDF uncertainties 

Maeve Madigan 16/06/22
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HL-LHC projections

Maeve Madigan 16/06/22
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S. Iranipour, M. Ubiali, 2201.07240

“A new methodology that is able to yield a simultaneous determination of the PDFs alongside 
any set of parameters that determine the theory predictions”
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Figure 3.1. Schematic depiction of the SIMUnet methodology. The input nodes (shown in green)
are Bjorken-x and its logarithm. The forward pass through the deep hidden layers (blue) are
performed as in the NNPDF4.0 methodology [2] to yield the output PDFs at the initial scale (red).
The initial scale PDFs are then combined in the initial scale luminosity L0, defined in Eq. (2.3).
The initial scale luminosity is then convoluted with the pre-computed FK-tables ⌃ (shown in blue)
to obtain the theoretical prediction T (shown in red), which enters the figure of merit (3.1), which
is minimised in the fit. The ⌃ dependence on the parameters {cn} is fed into theoretical prediction
T via the trainable edges of the combination layer. All trainable edges are shown by solid edges
and are thus learned parameters determined through gradient descent, while dashed edges are
non-trainable.

The values of {cn} are associated with the weights of the trainable edges which determine
the FK table, ⌃, as in Eq. (2.6). Such dependence enters the theoretical prediction T via
the bilinear produce between ⌃({cn}) and the initial scale PDFs, which in Eq. (2.3) we
refer to as L0, where L0 indicates either the parametrization of one independent PDF at
the initial scale or the product of two of them.

Letting ✓ denote the set of trainable neural network parameters (the weights and biases)
that parameterize the PDFs and {cn} the parameters that we fit alongside the PDFs,
SIMUnet fits the joint ✓̂ = ✓ [ {cn} parameter set, by letting gradient descent determine
their optimum value in order to minimize the figure of merit used in the fit, which is defined
as

�2(✓̂) =
1

Ndat
(D�T(✓̂))T (cov)�1(D�T(✓̂)), (3.1)

with D being the vector of experimental central values, T the vector of theoretical predic-
tions and cov the covariance matrix encapsulating the experimental uncertainties and the

– 9 –

e.g. Wilson coefficients!
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Figure 3.1. Schematic depiction of the SIMUnet methodology. The input nodes (shown in green)
are Bjorken-x and its logarithm. The forward pass through the deep hidden layers (blue) are
performed as in the NNPDF4.0 methodology [2] to yield the output PDFs at the initial scale (red).
The initial scale PDFs are then combined in the initial scale luminosity L0, defined in Eq. (2.3).
The initial scale luminosity is then convoluted with the pre-computed FK-tables ⌃ (shown in blue)
to obtain the theoretical prediction T (shown in red), which enters the figure of merit (3.1), which
is minimised in the fit. The ⌃ dependence on the parameters {cn} is fed into theoretical prediction
T via the trainable edges of the combination layer. All trainable edges are shown by solid edges
and are thus learned parameters determined through gradient descent, while dashed edges are
non-trainable.

The values of {cn} are associated with the weights of the trainable edges which determine
the FK table, ⌃, as in Eq. (2.6). Such dependence enters the theoretical prediction T via
the bilinear produce between ⌃({cn}) and the initial scale PDFs, which in Eq. (2.3) we
refer to as L0, where L0 indicates either the parametrization of one independent PDF at
the initial scale or the product of two of them.

Letting ✓ denote the set of trainable neural network parameters (the weights and biases)
that parameterize the PDFs and {cn} the parameters that we fit alongside the PDFs,
SIMUnet fits the joint ✓̂ = ✓ [ {cn} parameter set, by letting gradient descent determine
their optimum value in order to minimize the figure of merit used in the fit, which is defined
as

�2(✓̂) =
1

Ndat
(D�T(✓̂))T (cov)�1(D�T(✓̂)), (3.1)

with D being the vector of experimental central values, T the vector of theoretical predic-
tions and cov the covariance matrix encapsulating the experimental uncertainties and the

– 9 –

& DGLAP evolution

= theory prediction

How does it work?
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Figure 3.1. Schematic depiction of the SIMUnet methodology. The input nodes (shown in green)
are Bjorken-x and its logarithm. The forward pass through the deep hidden layers (blue) are
performed as in the NNPDF4.0 methodology [2] to yield the output PDFs at the initial scale (red).
The initial scale PDFs are then combined in the initial scale luminosity L0, defined in Eq. (2.3).
The initial scale luminosity is then convoluted with the pre-computed FK-tables ⌃ (shown in blue)
to obtain the theoretical prediction T (shown in red), which enters the figure of merit (3.1), which
is minimised in the fit. The ⌃ dependence on the parameters {cn} is fed into theoretical prediction
T via the trainable edges of the combination layer. All trainable edges are shown by solid edges
and are thus learned parameters determined through gradient descent, while dashed edges are
non-trainable.

The values of {cn} are associated with the weights of the trainable edges which determine
the FK table, ⌃, as in Eq. (2.6). Such dependence enters the theoretical prediction T via
the bilinear produce between ⌃({cn}) and the initial scale PDFs, which in Eq. (2.3) we
refer to as L0, where L0 indicates either the parametrization of one independent PDF at
the initial scale or the product of two of them.

Letting ✓ denote the set of trainable neural network parameters (the weights and biases)
that parameterize the PDFs and {cn} the parameters that we fit alongside the PDFs,
SIMUnet fits the joint ✓̂ = ✓ [ {cn} parameter set, by letting gradient descent determine
their optimum value in order to minimize the figure of merit used in the fit, which is defined
as

�2(✓̂) =
1

Ndat
(D�T(✓̂))T (cov)�1(D�T(✓̂)), (3.1)

with D being the vector of experimental central values, T the vector of theoretical predic-
tions and cov the covariance matrix encapsulating the experimental uncertainties and the

– 9 –

& DGLAP evolution

➡  places SMEFT parameters and    
PDF parameters on the same 
footing



SIMUnet

38Maeve Madigan 16/06/22

S. Iranipour, M. Ubiali, 2201.07240

x

lnx

Input
layer

h(1)
1

h(1)
2

h(1)
3

h(1)
4

h(1)
5

h(1)
25

Hidden
layer 1

h(2)
1

h(2)
2

h(2)
3

h(2)
20

Hidden
layer 2

f1

f2

f3

f4

f5

f6

f7

f8

PDF
flavours

⌃

L0

Convolution
step

T

Theory
prediction

c1
c2

...
cN�1

cN

...

...

Figure 3.1. Schematic depiction of the SIMUnet methodology. The input nodes (shown in green)
are Bjorken-x and its logarithm. The forward pass through the deep hidden layers (blue) are
performed as in the NNPDF4.0 methodology [2] to yield the output PDFs at the initial scale (red).
The initial scale PDFs are then combined in the initial scale luminosity L0, defined in Eq. (2.3).
The initial scale luminosity is then convoluted with the pre-computed FK-tables ⌃ (shown in blue)
to obtain the theoretical prediction T (shown in red), which enters the figure of merit (3.1), which
is minimised in the fit. The ⌃ dependence on the parameters {cn} is fed into theoretical prediction
T via the trainable edges of the combination layer. All trainable edges are shown by solid edges
and are thus learned parameters determined through gradient descent, while dashed edges are
non-trainable.

The values of {cn} are associated with the weights of the trainable edges which determine
the FK table, ⌃, as in Eq. (2.6). Such dependence enters the theoretical prediction T via
the bilinear produce between ⌃({cn}) and the initial scale PDFs, which in Eq. (2.3) we
refer to as L0, where L0 indicates either the parametrization of one independent PDF at
the initial scale or the product of two of them.

Letting ✓ denote the set of trainable neural network parameters (the weights and biases)
that parameterize the PDFs and {cn} the parameters that we fit alongside the PDFs,
SIMUnet fits the joint ✓̂ = ✓ [ {cn} parameter set, by letting gradient descent determine
their optimum value in order to minimize the figure of merit used in the fit, which is defined
as

�2(✓̂) =
1

Ndat
(D�T(✓̂))T (cov)�1(D�T(✓̂)), (3.1)

with D being the vector of experimental central values, T the vector of theoretical predic-
tions and cov the covariance matrix encapsulating the experimental uncertainties and the

– 9 –

& DGLAP evolution

• Much more efficient than a grid 
scan


• Capable of handling more SMEFT 
coefficients 

• Already benchmarked for the W,Y 
parameters in high mass DY
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work in progress

LHC Run II data from the top sector has already 
been used to constrain both the PDFs and SMEFT.


(see for example 2109.02653, 2012.02779, 
2105.00006) 

Working towards a simultaneous fit of the PDFs and 
16 dimension-6 SMEFT operators, using data from 

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10
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We have studied the interplay of PDF and EFT effects in DY and DIS data. 

Using data from LHC Run I and II, the effect of the interplay is visible but still within PDF uncertainties. 

At the HL-LHC: 
• Not accounting for the interplay may lead to artificially precise constraints on the EFT. 
• Conservative PDFs still lead to stronger bounds than SMEFT PDFs. 

Next steps: 
• Use the new SIMUnet methodology to investigate this interplay at the level of a global fit in the top 

sector 
• Further investigation into the definition of conservative PDF sets  i.e. cutting data out of the PDF 

fits 
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We have studied the interplay of PDF and EFT effects in DY and DIS data. 

Using data from LHC Run I and II, the effect of the interplay is visible but still within PDF uncertainties. 

At the HL-LHC: 
• Not accounting for the interplay may lead to artificially precise constraints on the EFT. 
• Conservative PDFs still lead to stronger bounds than SMEFT PDFs. 

Next steps: 
• Use the new SIMUnet methodology to investigate this interplay at the level of a global fit in the top 

sector 
• Further investigation into the definition of conservative PDF sets  i.e. cutting data out of the PDF 

fits 
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Conclusions

Maeve Madigan 16/06/22
Thank you for listening!
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Conservative PDFs
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Could we improve the SM PDF fits by removing 
the high-mass data from PDF fits? 

• not in the spirit of global fits 

• still have a theoretical inconsistency due 
to SM assumptions 

• but much easier than doing a 
simultaneous PDF-SMEFT fit

Maeve Madigan 16/06/22
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Conservative PDFs
dashed: not including PDF uncertainties 

Conservative PDFs: 

• assume the SM 
• are fit to data which does not receive 

large SMEFT corrections                   
(i.e. no HL-LHC data, no high-mass 
DY data) 

Maeve Madigan 16/06/22
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Conservative PDFs
dashed: not including PDF uncertainties 

Conservative PDFs: 

• assume the SM 
• are fit to data which does not receive 

large SMEFT corrections                   
(i.e. no HL-LHC data, no high-mass 
DY data) 

Comparing green to orange: 

‣ the constraints using SM 
conservative PDFs are closer to those 
using SMEFT PDFs 

‣ still overestimating the constraints, 
especially in the      direction 

Maeve Madigan 16/06/22



We generate theory predictions as before, assuming  

Acceptance cuts and systematics uncertainties are modelled on reference measurements: 

• NC DY: CMS 13 TeV measurement of the DY differential cross section, 1310.7291 

• CC DY: ATLAS 13 TeV search for W’ bosons in the dilepton channel, 1906.05609 
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HL-LHC projections

<latexit sha1_base64="aJgnTDcrDokBlMAu6fHZXj3Sa9c=">AAACAnicbVDJSgNBEO1xjXGLehIvjUHwFGY0qBch6MVjhGyQCaGnU5M06VnsrhHDELz4K148KOLVr/Dm39hZDpr4oODxXhVV9bxYCo22/W0tLC4tr6xm1rLrG5tb27md3ZqOEsWhyiMZqYbHNEgRQhUFSmjECljgSah7/euRX78HpUUUVnAQQytg3VD4gjM0Uju37+o7hakeXjpF6iI8oApSWoHasJ3L2wV7DDpPnCnJkynK7dyX24l4EkCIXDKtm44dYytlCgWXMMy6iYaY8T7rQtPQkAWgW+n4hSE9MkqH+pEyFSIdq78nUhZoPQg80xkw7OlZbyT+5zUT9C9aqQjjBCHkk0V+IilGdJQH7QgFHOXAEMaVMLdS3mOKcTSpZU0IzuzL86R2UnDOCqe3xXzpahpHhhyQQ3JMHHJOSuSGlEmVcPJInskrebOerBfr3fqYtC5Y05k98gfW5w/045cn</latexit>p
s = 14 TeV ATLAS & CMS 
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We produce pseudodata under the assumption of the SM:

where 

•   

• Luminosity uncertainty, correlated across all bins: 

• Statistical & systematic uncertainties:
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HL-LHC projections

‘optimism factor’
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