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Dark Matter (DM) 
• Existence established in astrophysics, e.g. rotation curves of 

spiral galaxies, bullet clusters, …

• No dark matter candidate in the Standard Model (SM)

• One of the most convincing indications of new physics
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FIG. 1: Mass ranges for dark matter and mediator particle candidates, experimental anomalies,
and search techniques described in this document. All mass ranges are merely representative; for
details, see the text. The QCD axion mass upper bound is set by supernova constraints, and
may be significantly raised by astrophysical uncertainties. Axion-like dark matter may also have
lower masses than depicted. Ultralight Dark Matter and Hidden Sector Dark Matter are broad
frameworks. Mass ranges corresponding to various production mechanisms within each framework
are shown and are discussed in Sec. II. The Beryllium-8, muon (g � 2), and small-scale structure
anomalies are described in VII. The search techniques of Coherent Field Searches, Direct Detection,
and Accelerators are described in Secs. V, IV, and VI, respectively, and Nuclear and Atomic Physics
and Microlensing searches are described in Sec. VII.

II. SCIENCE CASE FOR A PROGRAM OF SMALL EXPERIMENTS

Given the wide range of possible dark matter candidates, it is useful to focus the search
for dark matter by putting it in the context of what is known about our cosmological history
and the interactions of the Standard Model, by posing questions like: What is the (particle
physics) origin of the dark matter particles’ mass? What is the (cosmological) origin of
the abundance of dark matter seen today? How do dark matter particles interact, both
with one another and with the constituents of familiar matter? And what other observable
consequences might we expect from this physics, in addition to the existence of dark matter?
Might existing observations or theoretical puzzles be closely tied to the physics of dark
matter? These questions have many possible answers — indeed, this is one reason why
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B-factories at  collider 
• Can access the mass range favoured by light dark sectors


Possible sub-GeV scale scenarios 
• Light dark sector weakly couples to SM through a light mediator

• Mediator portals:


• Vector portal  Dark Photons,  bosons


• Pseudo-scalar portal  Axion Like Particles (ALPs)


• Scalar portal  Dark Higgs / Scalars


• Neutrino portal  Sterile neutrinos

e+e−

→ Z′�
→

→
→

Belle

IN THIS TALK 
Long-lived scalar particle in  

Invisibly decaying  search 
b → s

Z′�
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SuperKEKB accelerator 

•  (  GeV) -  (  GeV) collider with  GeV 


• Holds world record instantaneous luminosity of  cm  s 


Belle II detector 
• Composed of 7 major subdetectors arranged around the interaction point

• Advantages

• Hermetic detector, i.e. good missing energy reconstruction

• Special triggers for low-multiplicity events: single track, muon, photon

• Excellent tracking e ︎fficiency and improved vertex resolution 

• Improved particle identification (ID)


•  separation


• ID performance equivalent to that of ID

• Status 


• Collected  fb  data sample since 2019  

• ~ BaBar ~ half of Belle


•  fb   mass

• Currently on 1st shutdown, expected to resume operation by the end of 2023 

e+ 4 e− 7 ECM = s = 10.58
4.7 ⋅ 1034 −2 −1

K/π
e μ

428 −1

362 −1 @ Υ(4S)

Belle II Detector [735 collaborators, 101 institutes, 
23 nations]electrons  (7 GeV)

positrons (4 GeV)

Vertex Detector
2 layers Si Pixels (DEPFET) +  
4 layers Si double sided strip DSSD

Belle II TDR, arXiv:1011.0352

EM Calorimeter
CsI(Tl), waveform sampling electronics

Central Drift Chamber
Smaller cell size, long lever arm

Particle Identification 
Time-of-Propagation counter (barrel)
Prox. focusing Aerogel RICH (forward)

KL and muon detector
Resistive Plate Counter (barrel outer layers)
Scintillator + WLSF + MPPC  
(end-caps , inner 2 barrel layers)

IntroductionBelle II experiment
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Scalar portal  

• Scalar  that mixes with SM Higgs (introduces a mixing angle )

First Belle II long-lived particle (LLP) search 

• Processes:      or        with     and 

• Eight exclusive visible channels


• Signal  meson fully reconstructed (charged prompt and displaced tracks)

Event signature 

• Search for a peak in  (reconstructed LLP mass) using unbinned maximum likelihoods

Backgrounds 

• Combinatorial background: reduced by requiring kinematics similar to  meson expectations


•  background: mass region vetoed in 


• Further peaking backgrounds: suppressed by larger displacement requirements

Corrections 

• Use of control samples to get corrections for reconstruction efficiency,  shape and PID

Signal extraction 

• Use of reduced mass  to simplify modeling of signal width 

S θ

B+ → K+ S B0 → [K*0 → K+ π−] S S → x+x− x = e, μ, π, K

B

MS

B
K0

S MS

MS

Mreduced
S→x+x− = M2

S→x+x− − 4m2
x

Long-lived scalar particle in b → s

Dark-Sector and  results from Belle IIτSascha Dreyer

12Ongoing searches for Dark-Sectors at Belle II.
▸ Dark long-lived scalar   in  transitions [1] 

▸ First long-lived particle search from Belle II 

▸ No direct mediator production: meson decays 

▸ Tackling eight different fully visible channels: 

▸  and  

▸   

▸ Bump hunt in  

▸ Dedicated study of displaced vertex performance, 
verified with  control sample 

▸ Reconstruction efficiency &  shape 

▸ Particle identification   

▸ Results expected very soon!

S b→ s

B−

B+ →K+ S B0→K*0S

S→ee/μμ/ππ/KK

MS

K0
S

MS

S
K+ x−

B meson decay

x+

[1]:  A. Filimonova, R. Schäfer,  S. Westhoff Phys. Rev. D 101, 095006 (2020)
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sions, we veto events in the e
+
e
� final state for203

mS < 0.05 GeV/c2 if the fitted vertex is close to the first204

PXD tracking layer (1.3 < dv < 1.55 cm) or the SVD205

tracking layers (3.75 < dv < 4.24 cm, 7.5 < dv < 8.4 cm,206

9.8 < dv < 10.8 cm and 13.0 < dv < 14.0 cm). No signif-207

icant conversion background is observed in simulation in208

the region of the incomplete, second PXD tracking layer.209

Most pair conversions and scalar decays that happen in210

the beam pipe are mis-reconstructed with a position at211

the first PXD layer. The cosine of the pointing angle212

cos↵ between the vector connecting the interaction point213

with decay vertex and the scalar candidate momentum214

vector in the transverse plane must be greater than 0.95215

for e
+
e
�, µ+

µ
�, and K

+
K

�; it must be greater than216

0.99 for ⇡+
⇡
� to further reduce the higher backgrounds217

in this final state. All displaced tracks must have an218

extrapolated polar angle 32� < ✓ < 150�, calculated from219

track kinematics and the track vertex to reach the barrel220

or backward ECL and stay within the CDC acceptance.221

To suppress qq̄(�) and ⌧
+
⌧
�(�) backgrounds, we require222

a B-meson candidate to have a beam-constrained223

mass value Mbc =
p

s/4� |~p ⇤
B |2 > 5.27 GeV/c2,224

where ~p
⇤
B is the three-momentum of the B-meson225

candidate in the c.m. system. We further require226

that the B-meson candidate has an energy di↵erence227

|�E| = |E ⇤
B�

p
s/2| < 0.05 GeV, where E ⇤

B is the energy228

of the B-meson candidate in the c.m. system; for ⇡+
⇡
�

229

the requirement is tightened to |�E| < 0.035 GeV. To230

reduce continuum background, events must have R2 less231

than 0.45, with R2 the ratio of the second and zeroth232

Fox-Wolfram moments [32]; for ⇡+
⇡
� the requirement is233

tightened to R2 < 0.35.234

235

We reject events with 0.498 < MS < 0.507 GeV/c2236

with both tracks reconstructed using the pion mass237

hypothesis to reduce background from K
0
S decays. If238

multiple B-meson candidates pass the selections, which239

happens in less than 0.5% of the events, we choose the240

candidate with the smallest value of |�E|. Di↵erences241

between data and simulation for PID, tracking and242

vertex reconstruction are corrected when calculating the243

signal e�ciency using high statistics control samples.244

For the signal extraction we use the reduced mass245

Table I: Selection requirements (in GeV/c2) to reject peaking
backgrounds for the di↵erent Scalar final states.

e+e� µ+µ� ⇡+⇡� K+K�

D0 [1.0, 1.3] [1.7, 1.8] [1.65, 1.75] [1.75, 1.85]
J/ [3.0, 3.15] - -
 (2S) [3.65, 3.75] -
⌘c - - [2.85, 3.15] [2.80, 3.20]
�c1, ⌘c(2S) - - [3.4, 3.8]
� - - - [1.00, 1.04]

M
reduced
S!x+x� =

q
M

2
S!x+x� � 4m2

x to simplify the mod-246

eling of the signal width close to kinematic thresholds247

where the scalar mass approaches twice the rest mass248

of the final state particles. An example invariant mass249

distribution for B+ ! K
+
S(! ⇡

+
⇡
�) is shown in Fig. 1.250

The background contribution of ⌧⌧(�) is negligible.251

252

To validate the selection we compare simulation253

and data in the K
0
S mass region rejected in the signal254

selection, as well as in the displacement regions rejected255

in the signal selection close to promptly decaying SM256

resonances. We find excellent agreement for all selec-257

tion variables. To further validate our simulation, we258

determine the branching fraction of the rare SM decay259

B
+ ! K

0
S⇡

+. This decay is kinematically similar to260

the signal process when exchanging the prompt charged261

kaon candidate with a pion. Since this decay has a large262

peaking background contribution we extract the signal263

yield from a simultaneous fit to Mbc and �E instead264

of M . The result is found to be compatible with the265

current world average [4] within uncertainties.266

267

Figure 1: M reduced
S!⇡+⇡� distribution together with the stacked

contributions from the di↵erent simulated SM background
samples for (B+ ! K+S)⇥ (S ! ⇡+⇡�). Simulation is nor-
malized to a luminosity of 189 fb�1. The hatched area rep-
resents the statistical uncertainty of the SM background pre-
diction.

We extract the signal yield by performing a series of268

extended unbinned maximum likelihood fits of a hypo-269

thetical signal peak in the reduced mass over a smooth270

background to the data assuming a non-negative signal271

yield. We perform independent fits for approximately272

2000 signal mass hypotheses for each of the eight final273

states and for each lifetime with a scan step size equal274

to half the signal resolution �. The signal probability275

density function (pdf) is described by the double-sided276

Dipion reduced mass for B → KS( → ππ)
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Long-lived scalar particle in b → s
Result  

• No significant excess found in  fb 


• First model independent 95% CL upper limits on  


• First limits for hadrons (  and )


• Translates into model dependent limits on  vs , with 

189 −1

ℬ(B → KS) × ℬ(S → x+x−)
x = π K

mS sin θ cτ = f(mS, θ)

4

account the look-elsewhere e↵ect [42], this excess has a284

global significance of 1.0�. By dividing the signal yield285

by the signal e�ciency and NBB̄ , we obtain the products286

of branching fractions B(B+ ! K+S) ⇥ B(S ! x+x�)287

and B(B0 ! K⇤0(! K+⇡�)S) ⇥ B(S ! x+x�). We288

compute the 95% confidence level (CL) upper lim-289

its [43] as functions of scalar mass mS using a one-sided290

modified frequentist CLS method [44] with asymptotic291

approximation [45]. The observed upper limits are shown292

in Fig. 2. Systematic uncertainties weaken the limits by293

about 2% for light S and large lifetime; for heavier S or294

short lifetimes, the reduction is less than 1%.295

Figure 2: Upper limits (95% CL) on the product of
branching fractions B(B+ ! K+S) ⇥ B(S ! x+x�)
(left) and B(B0 ! K⇤0(! K+⇡�)S) ⇥ B(S ! x+x�)
(right) for c⌧ = 1 cm (green), c⌧ = 10 cm (orange), and
c⌧ = 50 cm (lavender). The region corresponding to the fully-
vetoed K0

S for S ! ⇡+⇡� is marked in gray.

The largest local significance for the combined scalar296

and ALP fit is 3.3�, including systematic uncertain-297

ties, found near mS = 2.619GeV/c2 for a lifetime of298

c⌧ = 100 cm; the global significance is 0.3�. For each299

scalar or ALP mass hypothesis, we determine the value300

of sin ✓ or fa such that the resulting predicted prod-301

uct of branching fraction ratios equals the 95% excluded302

branching fraction. The observed upper limit on sin ✓303

is shown in Fig. 3. The limit is the most constraining to304

date around mS ⇡ 0.3 GeV/c2. The observed upper limit305

on fa, as well as additional plots and detailed numerical306

results are in Ref. [33].307

Figure 3: Upper limit on the mixing angle ✓ as function
of scalar mass mS (blue) together with existing constraints
from LHCb [11, 12], KTeV [13], E949 [14], CHARM [15],
PS191 [16], NA62 [17, 18] BABAR [20], MicroBooNE [19], and
L3 [46] at 95% CL with the exception of PS191, KTeV, E949,
NA62, and BABAR at 90% CL. Constraints colored in gray
with dashed outline are reinterpretations not performed by
the experimental collaborations.

In conclusion, we search for a light long-lived spin-0308

mediator S in B-meson decays mediated by a b ! s-309

transition using Belle II data corresponding to an310

integrated luminosity of 189 fb�1. We do not observe311

any significant excess of events consistent with the signal312

process. We set 95% CL upper limits on the product of313

branching fractions B(B ! KS) ⇥ B(S ! x+x�) that314

are the first for exclusive hadronic final states and the315

most constraining from a direct search for K(⇤)e+e�316

final states. This is the first search for LLPs at Belle II.317

318
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Vector portal  

• Massive gauge boson coupling only to the 2nd and 3rd generations of leptons (  model) [1]


First direct invisible decays search 

• Process:  with invisible


• “Vanilla”  model: 


• “Fully invisible”  model: 

Lμ − Lτ

e+e− → μ+μ−Z′ � Z′� →
Lμ − Lτ ℬ(Z′� → νν̄) ∼ 33 − 100 %

Lμ − Lτ ℬ(Z′� → χχ̄) ≈ 100 %
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Search for invisibly decaying  bosonZ′�

5

with the ee control sample are used to correct the ex-
pected µµ background.

We estimate systematic uncertainties on the signal
efficiency and on the signal and background template
shapes. The uncertainties on the template shapes in-
dependently affect each of the bins contained within the
templates.

Uncertainties in selection efficiencies due to data-
simulation mismodeling are studied by comparing data
and simulation in the µµ� and eµ control samples in
three M2

recoil ranges: [�0.5, 9], [9, 36], [36, 81] GeV2/c4.
The two control samples provide complementary cover-
age of the M2

recoil range, with µµ� addressing the lower
region and eµ covering the higher. Systematic uncer-
tainties due to data-simulation mismodeling in the trig-
ger, luminosity, tracking efficiency, muon identification,
background cross sections, and effect of the selections are
collectively evaluated through data-simulation compari-
son before the application of the Punzi-net. Systematic
uncertainties due to the Punzi-net selection-efficiency dif-
ferences in data and simulation are evaluated by studying
its efficiencies, as they are indicators of the performances
for the signal-like background component. The differ-
ences from unity of the data-to-simulation ratios of event
yields before the Punzi-net application and of the Punzi-
net efficiencies in the three M2

recoil ranges are summed in
quadrature and found to be 2.7%, 6.5%, and 8.3%, re-
spectively. These differences are assigned as systematic
uncertainties on the signal efficiency.

The recoil mass resolution is studied using the µµ�
sample. The width of the M2

recoil distribution is 8% larger
in data than in simulation. This translates to a system-
atic uncertainty of 10% on the signal template shape.

Systematic uncertainties due to background shapes are
evaluated using the µµ� and eµ samples. We com-
pute the standard deviation of the bin-by-bin data-to-
simulation ratios of the number of events for each search
window. To be conservative, we assign twice the largest
of these standard deviations in each of the three M2

recoil
ranges as an uncertainty for the shape in the respective
M2

recoil ranges. We use the µµ� control sample for M2
recoil

up to 56GeV2/c4 and the eµ control sample above. The
resulting uncertainties are 3.2%, 8.6%, and 25% in the
three M2

recoil ranges.
Uncertainties on the background template shape from

the photon-veto inefficiency are studied using the ee
control sample and are on average 34% for M2

recoil< 1
GeV2/c4, decreasing to 5% above 1GeV2/c4. We assign a
systematic uncertainty of 1% to the measured integrated
luminosity [27].

The observed and expected M2
recoil distributions are

shown in Fig. 1. We find no significant excess of data
above the expected background. The �2 value describ-
ing the goodness of the two-dimensional fit is acceptable
for each test Z 0 mass with the largest incompatibility
corresponding to a p-value of 0.05. The largest local sig-

nificance is 2.8� for MZ0 = 2.352 GeV/c2. The global
significance of this excess after correcting for the look-
elsewhere effect [47] is 0.7�.

FIG. 1: Squared recoil mass spectrum of the µ+µ� sam-
ple, compared with the stacked contributions from the var-
ious simulated background samples normalized (for illustra-
tive purposes) to the integrated luminosity.

The 90% CL upper limits on the cross sec-
tion for the process e+e� ! µ+µ�Z 0 with Z 0

invisible, �(e+e� ! µ+µ�Z 0, Z 0 ! invisible) =
�(e+e� ! µ+µ�Z 0)⇥ B(Z 0 ! invisible), are shown
in Fig. 2 as functions of MZ0 , along with the 1� and
2� bands of expected limits (the median limits from
background-only simulated samples). We set upper
limits as small as 0.2 fb. In addition, we show upper
limits for the benchmark scenario in which we assume
non-negligible �Z0 . Our upper limits are dominated
by statistical uncertainties for MZ0 < 6 GeV/c2, where
systematic uncertainties degrade them by less than
5%. Above 6 GeV/c2, upper limits are dominated by
systematic uncertainties (mainly due to background
shapes), degrading them by about 40%.

Cross section results are translated into 90% CL upper
limits on the coupling g0. In both fully invisible and
vanilla models, we focus on the direct-search results and
do not show constraints obtained from reanalyses of data
from neutrino experiments [7, 48, 49].

Figure 3 presents limits in the fully invisible Lµ � L⌧

model for the cases of negligible and non-negligible �Z0 .
For the case of negligible �Z0 , these constraints hold
for MZ0 <⇠ 6.5 GeV/c2. Above this mass, there is no
value of ↵D that produces both a negligible width and
B(Z 0 ! ��̄) ⇡ 1, given the values of g0 being probed.
Numerical values in Fig. 3 can still be used, but need to
be rescaled by 1/

p
B(Z 0 ! ��̄), which depends on ↵D.

We also show limits from NA64-e [25] and the previous
Belle II search [26]. Our results are world-leading for
direct searches of Z 0 with masses above 11.5 MeV/c2.
They are the first direct-search results to exclude at 90%
CL the fully-invisible-Z 0 model as an explanation of the
(g � 2)µ anomaly for 0.8 < MZ0 < 5.0 GeV/c2.
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Event signature and measurement 

• Search for a peak in  (invariant mass of system recoiling from )


• Three dominant radiative QED processes: ,  
and 


• Suppressed with a NN simultaneously trained for all  masses [2]


• Signal yield extraction: 2D fit in  and 

Corrections and systematics 
• Use of control samples to derive systematics and corrections

Result  

• No significant excess observed in  fb 


• 90% CL upper limits on  and on 

Mrecoil μ+μ−

e+e− → μ+μ−(γ) e+e− → τ+τ−(γ)
e+e− → e+e−μ+μ−

Z′�
M2

recoil θCMS
recoil

79.7 −1

σ(e+e− → μ+μ−Z′�, Z′ � → invisible) g′�
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Search for invisibly decaying  bosonZ′�
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Figure 4 presents limits in the vanilla Lµ � L⌧ model.
Our results are world-leading for direct searches of Z 0

in the mass range 11.5 to 211 MeV/c2. More stringent
limits are from NA64-e [26] below 11 MeV/c2 and from
Belle [22], BABAR [21], and CMS [23] searches for Z 0 !
µ+µ� above 211 MeV/c2.

Additional plots, including indirect constraints from
neutrino experiments and detailed numerical results, are
provided in the Supplemental Material [50].

FIG. 2: Observed 90% CL upper limits on the cross sec-
tion �(e+e� ! µ+µ�Z0, Z0 ! invisible) as functions of the
Z0 mass for the cases of negligible �Z0 and for �Z0 = 0.1MZ0 .
Also shown are previous limits from Belle II [26].

FIG. 3: Observed 90% CL upper limits on the coupling g0 for
the fully invisible Lµ�L⌧ model as functions of the Z0 mass for
the cases of negligible �Z0 and for �Z0 = 0.1MZ0 . Also shown
are previous limits from NA64-e [25] and Belle II [26] searches.
The red band shows the region that explains the measured
value of the muon anomalous magnetic moment (g � 2)µ ±
2� [2]. The vertical dashed line indicates the limit beyond
which the hypothesis B(Z 0 ! ��̄) ⇡ 1 is not respected in the
negligible �Z0 case.

In summary, we search for an invisibly decaying Z 0

boson in the process e+e� ! µ+µ�Z 0 using data corre-

FIG. 4: Observed 90% CL upper limits on the coupling g0

for the vanilla Lµ � L⌧ model as functions of the Z0 mass.
Also shown are previous limits from Belle II [26] and NA64-
e [25] searches for invisible Z0 decays, and from Belle [22],
BaBar [21], and CMS [23] searches for Z0 decays to muons
(at 95% CL). The red band shows the region that explains
the muon anomalous magnetic moment (g � 2)µ ± 2� [2].

sponding to 79.7 fb�1 collected by Belle II at SuperKEKB
in 2019–2020. We find no significant excess above the ex-
pected background and set 90% CL upper limits on the
coupling g0 ranging from 3⇥ 10�3 at low Z 0 masses to 1
for a mass of 8 GeV/c2. These are world-leading direct-
search results for Z 0 masses above 11.5 MeV/c2 in the
fully invisible Lµ�L⌧ model and for masses in the range
11.5 to 211 MeV/c2 in the vanilla Lµ �L⌧ model. These
limits are the first direct-search results excluding a fully-
invisible-Z 0-boson model as an explanation of the (g�2)µ
anomaly for 0.8 < MZ0 < 5.0 GeV/c2.
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which was built and commissioned prior to March 2019,
was supported by Science Committee of the Republic
of Armenia Grant No. 20TTCG-1C010; Australian Re-
search Council and research Grants No. DE220100462,
No. DP180102629, No. DP170102389, No. DP170102204,
No. DP150103061, No. FT130100303, No. FT130100018,
and No. FT120100745; Austrian Federal Ministry of
Education, Science and Research, Austrian Science
Fund No. P 31361-N36 and No. J4625-N, and Horizon
2020 ERC Starting Grant No. 947006 “InterLeptons”;
Natural Sciences and Engineering Research Council of
Canada, Compute Canada and CANARIE; Chinese
Academy of Sciences and research Grant No. QYZDJ-
SSW-SLH011, National Natural Science Foundation of
China and research Grants No. 11521505, No. 11575017,
No. 11675166, No. 11761141009, No. 11705209, and
No. 11975076, LiaoNing Revitalization Talents Program
under Contract No. XLYC1807135, Shanghai Pujiang
Program under Grant No. 18PJ1401000, and the CAS

“Fully invisible”  modelLμ − Lτ

Vector portal  

• Massive gauge boson coupling only to the 2nd and 3rd generations of leptons (  model) [1]


First direct invisible decays search 

• Process:  with invisible


• “Vanilla”  model: 


• “Fully invisible”  model: 

Lμ − Lτ

e+e− → μ+μ−Z′ � Z′� →
Lμ − Lτ ℬ(Z′� → νν̄) ∼ 33 − 100 %

Lμ − Lτ ℬ(Z′� → χχ̄) ≈ 100 %
Event signature and measurement 

• Search for a peak in  (invariant mass of system recoiling from )


• Three dominant radiative QED processes: ,  
and 


• Suppressed with a NN simultaneously trained for all  masses [2]


• Signal yield extraction: 2D fit in  and 

Corrections and systematics 
• Use of control samples to derive systematics and corrections

Result  

• No significant excess observed in  fb 


• 90% CL upper limits on  and on 

Mrecoil μ+μ−

e+e− → μ+μ−(γ) e+e− → τ+τ−(γ)
e+e− → e+e−μ+μ−

Z′�
M2

recoil θCMS
recoil

79.7 −1

σ(e+e− → μ+μ−Z′�, Z′ � → invisible) g′�
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 lepton decays

• Decay into lighter leptons and is massive enough to decay into hadrons ( > 200 

hadronic channels)


• Final states contain mostly one (1-prong) or three (3-prong) charged particles

τB-factories  -factories

• Cross-sections of these processes are similar


•  nb


•  nb


 lepton properties and production

• 3rd generation particle, heaviest known lepton


•  leptons are produced in pairs in  colliders


• Initial states very well known

⇒ τ

σ(e+e− → BB̄) = 1.05
σ(e+e− → τ+τ−) = 0.92

τ

τ e+e−

Géraldine Räuber                                      Recent  and dark-sector results at Belle II             21st Conference on Flavor Physics and CP Violation (FPCP 2023)                                                           τ 8

 physicsτ

b s

x

x̄

W−

S

e−

e+ ℓ+

ℓ−

ℓ+, ν̄ℓ, χ̄

ℓ−, νℓ,χ

W−
Z

e−

e+ τ+

τ−

γ

τ ντ

νℓ

ℓW

τ ντ

π
π0

W

τsigτtag

t̂ π

π

π

ντ

e, µ,π

1@2ν
K�t 1π0

θθps τtagτsig

t̂ π

π

π

ντ

p⃗3π
ℓ

α

@p⃗3π

R

17,4%

2,7%

9,0%

7,5%

9,3% 25,5%

10,8%

17,8%

eννμνν

π±ν

π±π0ν
π±2π0ν

others

3π±ν

3π±π0ν
IN THIS TALK 

 

 


 mass

τ → ℓα
τ → ℓϕ
τ

b s

x−

x+

W−

S

e−

e+ µ+

µ−

ν̄ℓ, χ̄

νℓ,χ

γ∗
Z ′

e−

e+ τ+

τ−

γ

τ ντ

νℓ

ℓW

τ ντ

π
π0

W

τsigτtag

t̂ π

π

π

ντ

e, µ,π

1@2ν
K�t 1π0

θθps τtagτsig

t̂ π

π

π

ντ

p⃗3π
ℓ

α

@p⃗3π

R

b s

x−

x+

W−

S

e−

e+ µ+

µ−

ν̄ℓ, χ̄

νℓ,χ

γ∗
Z ′

e−

e+ τ+

τ−

γ

τ ντ

νℓ

ℓW

τ ντ

π
π0

W

τsigτtag

t̂ π

π

π

ντ

e, µ,π

1@2ν
K�t 1π0

θθps τtagτsig

t̂ π

π

π

ντ

p⃗3π
ℓ

α

@p⃗3π

R

e μ τ

νe νμ ντ

1st 2nd 3rd

Le
pt

on
s



5

We observe no significant signal and determine upper
limits using the CLs method [32], a modified frequentist
approach based on a profile likelihood ratio [33]. Fig-
ure 2 shows the 95% CL upper limits as well as expecta-
tions calculated assuming the background-only hypothe-
ses, ranging in (1.1�9.7)⇥10�3 for the electron channel
and in (0.7 � 12.2) ⇥ 10�3 for the muon channel. Sys-
tematic uncertainties degrade on average our upper limit
sensitivity by approximately 35% in both channels.

The fit results and upper limits are summarized in
Table III. The corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model world-
average branching fractions for the reference channel [34],
are also provided for convenience. Our 95% CL limits
are 2.2 to 14 times more stringent than the best previous
bounds in [7], depending on the value of the ↵ mass.
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Figure 2: Upper limits at 95% CL on the branching-fraction
ratios B(⌧� ! e�↵)/B(⌧� ! e�⌫̄e⌫⌧ ) (top) and B(⌧� !
µ�↵)/B(⌧� ! µ�⌫̄µ⌫⌧ ) (bottom) as a function of the ↵ mass,
as well as their expectations from background-only hypothe-
sis. All values are linearly interpolated between mass points.

In conclusion, we search for the lepton-flavor-violating
decay ⌧� ! `�↵ using data collected by the Belle II
detector at an e+e� center-of-mass energy of 10.58 GeV,
corresponding to an integrated luminosity of 62.8 fb�1.
We observe no statistically significant signal and set 90%
and 95% confidence-level upper limits on the branching-
fraction ratios B(⌧� ! `�↵)/B(⌧� ! `�⌫̄`⌫⌧ ). These
constitute the most stringent limits on invisible spin-0
boson production from ⌧ lepton decays.

This work, based on data collected using the Belle

Table III: Central values with their uncertainties, 95% CL,
and 90% CL upper limits for the branching-fraction ratios
Be↵/Be⌫̄⌫ (top) and Bµ↵/Bµ⌫̄⌫ (bottom) for various masses
of the ↵ boson. Corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model branching
fractions from [34], are provided in parentheses for conve-
nience.

M↵ Be↵/Be⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �8.1± 3.9 5.3 (0.94) 4.3 (0.76)

0.5 �0.9± 4.3 7.8 (1.40) 6.5 (1.15)

0.7 1.7± 4.0 9.0 (1.61) 7.6 (1.36)

1.0 1.7± 4.2 9.7 (1.73) 8.2 (1.47)

1.2 �1.1± 2.6 4.5 (0.80) 3.7 (0.66)

1.4 �0.3± 1.0 1.8 (0.32) 1.5 (0.26)

1.6 0.2± 0.5 1.1 (0.19) 0.9 (0.16)

M↵ Bµ↵/Bµ⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �9.4± 3.7 3.4 (0.59) 2.7 (0.47)

0.5 �3.2± 3.9 6.2 (1.07) 5.1 (0.88)

0.7 2.7± 3.4 9.0 (1.56) 7.8 (1.35)

1.0 1.7± 5.4 12.2 (2.13) 10.3 (1.80)

1.2 �0.2± 2.4 3.6 (0.62) 2.9 (0.51)

1.4 0.9± 0.9 2.5 (0.44) 2.2 (0.38)

1.6 �0.3± 0.5 0.7 (0.13) 0.6 (0.10)

II detector, which was built and commissioned prior to
March 2019, was supported by Science Committee of
the Republic of Armenia Grant No. 20TTCG-1C010;
Australian Research Council and research Grants
No. DE220100462, No. DP180102629, No. DP170102389,
No. DP170102204, No. DP150103061, No. FT130100303,
No. FT130100018, and No. FT120100745; Austrian
Federal Ministry of Education, Science and Research,
Austrian Science Fund No. P 31361-N36 and No. J4625-
N, and Horizon 2020 ERC Starting Grant No. 947006
“InterLeptons”; Natural Sciences and Engineering
Research Council of Canada, Compute Canada and
CANARIE; Chinese Academy of Sciences and re-
search Grant No. QYZDJ-SSW-SLH011, National
Natural Science Foundation of China and research
Grants No. 11521505, No. 11575017, No. 11675166,
No. 11761141009, No. 11705209, and No. 11975076,
LiaoNing Revitalization Talents Program under Con-
tract No. XLYC1807135, Shanghai Pujiang Program
under Grant No. 18PJ1401000, and the CAS Center for
Excellence in Particle Physics (CCEPP); the Ministry
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under Contract No. LTT17020 and Charles University
Grant No. SVV 260448 and the Czech Science Founda-
tion Grant No. 22-18469S; European Research Council,
Seventh Framework PIEF-GA-2013-622527, Horizon
2020 ERC-Advanced Grants No. 267104 and No. 884719,

4

Table I: Requirements on event thrust, missing momentum
polar angle, and tag hemisphere particles’ total center-of-mass
energy and mass.

⌧� ! e�↵ ⌧� ! µ�↵

Thrust [0.90, 0.99] [0.90, 1.00]

✓miss [20�, 160�] [20�, 160�]

ECM
3h [1.2, 5.3] GeV [1.1, 5.3] GeV

M3h [0.5, 1.7] GeV/c2 [0.4, 1.7] GeV/c2

tributions of x` for events belonging to the signal region
are shown in Fig. 1.

We model each x` spectrum as a sum of contributions
from the signal decay, the standard-model leptonic decay,
and all other sources of background,

ex
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Ev
en

ts
 / 

0.
01

7

0

2000

4000

6000

8000

10000

12000

14000 Data 
Total uncertainty 

 ννe→τ

Other 
  2 = 1.6 GeV/cα, Mαe→τ

  2 = 1.2 GeV/cα, Mαe→τ

  2 = 0 GeV/cα, Mαe→τ

Belle II

∫ -1dt = 62.8 fbL

µx
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Ev
en

ts
 / 

0.
01

7

0

2000

4000

6000

8000

10000

12000

14000
Data 
Total uncertainty 

 ννµ→τ

Other 
 2 = 1.6 GeV/c

α
, Mαµ→τ

 2 = 1.2 GeV/c
α

, Mαµ→τ

 2 = 0 GeV/c
α

, Mαµ→τ

Belle II

∫ -1dt = 62.8 fbL

Figure 1: Spectra of x` for electrons (top) and muons (bot-
tom) in simulation and experimental data. Simulated spec-
tra for standard-model processes are shown stacked, with the
grey band indicating the total uncertainty, which is dominated
by the lepton-identification e�ciency uncertainty. Remaining
background processes other than ⌧� ! `�⌫̄`⌫⌧ contributing
to the spectrum are combined together and collectively re-
ferred to as “Other”. The distributions for ⌧� ! `�↵ are
shown for three ↵ masses assuming branching-fraction ratios
of 5%.

N(x`) = N`⌫̄⌫
✏`↵
✏`⌫⌫

B`↵

B`⌫̄⌫
f`↵(x`)

+ N`⌫̄⌫ f`⌫̄⌫(x`) +Nb fb(x`) , (2)

where the probability density functions f`↵, f`⌫̄⌫ , and
fb are binned distributions taken from simulations, N`⌫̄⌫

and Nb are the observed yields, and ✏`↵/✏`⌫⌫ is the e�-
ciency of observing ⌧� ! `�↵ decays relative to that for
observing ⌧� ! `�⌫̄`⌫⌧ .
We use RooStats [30] and HistFactory [31] to fit our

model to binned data using extended maximum likeli-
hoods that are functions of the branching-fraction ratio
B`↵/B`⌫̄⌫ , and of N`⌫̄⌫ and Nb.
The leading systematic uncertainties originate from

the corrections to the lepton-identification e�ciency and
particle misidentification rate, based on comparison of
calibration samples in data and simulated events. These
corrections depend on momentum and polar angle; their
typical ranges are summarized in Table II. The resulting
uncertainties are asymmetric and strongly depend on x`;
their ranges and averaged values over the standard-model
yields are also reported in the same table. The contri-
bution from lepton-identification e�ciency partially can-
cels in the ratio between signal and normalization chan-
nels; while the contribution from particle misidentifica-
tion rates does not, as it only a↵ects other background
sources.

Table II: Typical ranges for corrections to the lepton-
identification e�ciencies and misidentification rates, together
with ranges for their respective uncertainties and their aver-
age values.

Corr. range Uncert. range Average uncert.

Electron id. 0.84 � 1.06 0.9% � 12.6% +5.3%,�2.9%

Muon id. 0.63 � 1.02 1.3% � 32.8% +11.7%,�1.6%

Electron mis-id. 0.6 � 6.0 4.3% � 34.6% +17.6%,�14.7%

Muon mis-id. 0.3 � 1.5 1.4% � 37.0% +18.0%,�18.2%

Uncertainties from the trigger and ⇡0 reconstruction
e�ciency corrections are also taken into account. Trigger
uncertainties range in 0.1% � 4% for the electron chan-
nel and in 0.2%� 1.5% for the muon channel, depending
on x`. Neutral pion reconstruction e�ciency is evaluated
from studies on independent samples to be 0.914±0.020.
Each of these systematic uncertainties is included in the
likelihood as an additional shape-correlated nuisance pa-
rameter that is assumed to follow a Gaussian distribu-
tion. Other sources of uncertainty from track reconstruc-
tion e�ciency, beam-energy determination, relative re-
construction e�ciency, and momentum-scale correction
have negligible impact on the results.
Inspection of events in the signal region shows that

asymmetrical uncertainties yield unreliable results. We
therefore revise our definitions and symmetrize their dis-
tributions using their greater variation in each bin.
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Search for  in LFV  decaysα τ
Motivation 

• Invisible boson  could enter from several new physics models, e.g. light ALP [1]

Measurement and event signature 

• Process:  with 


• Irreducible background: 

• Exploit the shape differences between 3-body vs 2-body decay


• Pseudo-rest-frame (PRF) approximations: ,  


• Search for a peak in normalized lepton energy   with  : PRF energy


• Fit with SM and SM+NP expectations, compare likelihood of the two models 

Result 

• No signal observed in  fb 


• 95% CL upper limits on  and 


• Most stringent limits in these channels to date: 2-14  more constraining than Argus [2]

α

ee → τ( → ℓα) τ( → πππντ) ℓ = e, μ

τ → ℓντνℓ

Eτ ≈ s /2 ̂pτ ≈ − ⃗p tag/ | ⃗p tag |

Xℓ = 2E*ℓ /mτc2 E*ℓ

62.8 −1

ℬ(τ → eα)/ℬ(τ → eνeντ) ℬ(τ → μα)/ℬ(τ → μνμντ)

× [1] Phys. Rev. Lett. 124, 211803 [2] Z. Phys. C 68, 25 (1995)

PHYS. REV. LETT. 

130, 181803 (2023)

Xℓ =
2E*ℓ
mτc2

5

We observe no significant signal and determine upper
limits using the CLs method [32], a modified frequentist
approach based on a profile likelihood ratio [33]. Fig-
ure 2 shows the 95% CL upper limits as well as expecta-
tions calculated assuming the background-only hypothe-
ses, ranging in (1.1�9.7)⇥10�3 for the electron channel
and in (0.7 � 12.2) ⇥ 10�3 for the muon channel. Sys-
tematic uncertainties degrade on average our upper limit
sensitivity by approximately 35% in both channels.

The fit results and upper limits are summarized in
Table III. The corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model world-
average branching fractions for the reference channel [34],
are also provided for convenience. Our 95% CL limits
are 2.2 to 14 times more stringent than the best previous
bounds in [7], depending on the value of the ↵ mass.
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Figure 2: Upper limits at 95% CL on the branching-fraction
ratios B(⌧� ! e�↵)/B(⌧� ! e�⌫̄e⌫⌧ ) (top) and B(⌧� !
µ�↵)/B(⌧� ! µ�⌫̄µ⌫⌧ ) (bottom) as a function of the ↵ mass,
as well as their expectations from background-only hypothe-
sis. All values are linearly interpolated between mass points.

In conclusion, we search for the lepton-flavor-violating
decay ⌧� ! `�↵ using data collected by the Belle II
detector at an e+e� center-of-mass energy of 10.58 GeV,
corresponding to an integrated luminosity of 62.8 fb�1.
We observe no statistically significant signal and set 90%
and 95% confidence-level upper limits on the branching-
fraction ratios B(⌧� ! `�↵)/B(⌧� ! `�⌫̄`⌫⌧ ). These
constitute the most stringent limits on invisible spin-0
boson production from ⌧ lepton decays.

This work, based on data collected using the Belle

Table III: Central values with their uncertainties, 95% CL,
and 90% CL upper limits for the branching-fraction ratios
Be↵/Be⌫̄⌫ (top) and Bµ↵/Bµ⌫̄⌫ (bottom) for various masses
of the ↵ boson. Corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model branching
fractions from [34], are provided in parentheses for conve-
nience.

M↵ Be↵/Be⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �8.1± 3.9 5.3 (0.94) 4.3 (0.76)

0.5 �0.9± 4.3 7.8 (1.40) 6.5 (1.15)

0.7 1.7± 4.0 9.0 (1.61) 7.6 (1.36)

1.0 1.7± 4.2 9.7 (1.73) 8.2 (1.47)

1.2 �1.1± 2.6 4.5 (0.80) 3.7 (0.66)

1.4 �0.3± 1.0 1.8 (0.32) 1.5 (0.26)

1.6 0.2± 0.5 1.1 (0.19) 0.9 (0.16)

M↵ Bµ↵/Bµ⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �9.4± 3.7 3.4 (0.59) 2.7 (0.47)

0.5 �3.2± 3.9 6.2 (1.07) 5.1 (0.88)

0.7 2.7± 3.4 9.0 (1.56) 7.8 (1.35)

1.0 1.7± 5.4 12.2 (2.13) 10.3 (1.80)

1.2 �0.2± 2.4 3.6 (0.62) 2.9 (0.51)

1.4 0.9± 0.9 2.5 (0.44) 2.2 (0.38)

1.6 �0.3± 0.5 0.7 (0.13) 0.6 (0.10)
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assumed branching fractions of ⌧� ! e�� (top) and ⌧� ! µ�� (bottom). The red lines correspond to

the 90% C.L.s
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Table 3. Final selection efficiencies and yields on data and simulation for specific regions of the (M⌧ ,

�E⌧ ) plane: the signal regions (SR) and the reduced sidebands (RSB) for both channels. The expected

data yield in the SR Nexp is the product of the yield Ndata observed in the RSB and the MC background

ratio rMC. The final observed yields in the data SR are also reported in the last row. Statistical (stat)

and systematic (syst) uncertainties are omitted wherever negligible.

Quantity Region Mode
e� µ�

Signal
efficiency "`�

SR (6.1 ± 0.9 (syst))% (6.5 ± 0.6 (syst))%

rMC SR / RSB 0.23+0.16
�0.10 (stat) 0.12+0.07

�0.04 (stat)

Ndata RSB 1.0+2.3
�0.8 (stat) 3.0+2.9

�1.6 (stat)
Nexp SR 0.23+0.55

�0.21 (stat) 0.36+0.39
�0.23 (stat)

Nobs SR 2.0+2.6
�1.3 (stat) 0.0+1.8

�0.0 (stat)
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Figure 4. Scatter plots of �E⌧ vs M⌧ for simulated SM background and data in the ⌧� ! e�� (left) and

⌧� ! µ�� (right) channels, after all selections. The red squares represent the signal regions (SR), while

the green lines delineate the ±3� (e�) or ±2� (µ�) �E⌧ band (RSB) used for estimating the expected

number of events in the SR. The RSB region is the area outside the red box and inside the green solid

lines.

6 Upper limit computation

The 90% confidence level (C.L.) upper limits on the ⌧� ! `�� branching fractions are computed
as

BUL(⌧ ! `�) =
s

L ⇥ 2�⌧⌧ ⇥ "`�
, (3)

where s is the corresponding 90% C.L. upper limit on Nobs � Nexp, the difference between
the observed and expected data yields. The other inputs to Equation 3 are the integrated
luminosity L = 190 ± 1 fb�1 of the analyzed data sample; the ⌧ -pair production cross section
�⌧⌧ = 0.919± 0.003 nb and the signal efficiency "`�. The selection of a specific final state for the
� candidate reconstructed as � ! K+K� is already included in the total signal efficiency "`�, as
the simulated samples allow for any possible known decays of the �. Therefore no normalization
to B(� ! K+K�) is needed in Equation 3.
We estimate upper limits with the CLs [12, 13] method in a frequentist approach implemented
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Search for LFV  decaysτ → ℓϕ
Motivation 

• Decays that involve LFV are predicted to occur at rates close to , i.e. out of exp. reach


• New mediators, e.g. leptoquarks, may enhance rates and predict instead 

Measurement and challenges 

• Process:  with 


• Continuum background: suppressed with BDT classifier 


• Signal efficiency:  for   Belle 


• Yield extraction: Poisson counting in signal regions, i.e. in  and  place


• Expected background evaluated from data sidebands with scaling from simulation

Result 

• No significant signal excess found in  fb 


• 90% CL upper limits on  and 


• Successful first application of inclusive approach in -pair analysis at Belle II

10−50

10−11 − 10−8

ee → τ( → ℓϕ( → KK)) τ(inclusive) ℓ = e, μ

εsig ≃ 6.1 % (6.5%) e(μ) ∼ 2 ×

Mτ ΔEsig = E*sig − s /2

190 −1

ℬ(τ → eϕ) < 2.3 × 10−7 ℬ(τ → μϕ) < 9.7 × 10−8

τ
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τ → μϕ

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.181803
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.181803
https://arxiv.org/abs/2305.04759
https://arxiv.org/abs/2305.04759
https://arxiv.org/abs/2305.04759
https://arxiv.org/abs/2305.04759
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Measurement of the  lepton massτ
Motivation  

• The  lepton mass is a fundamental parameter of the SM

• Its precision have consequences in LFU tests!


Measurement 

• Process:  where  or  with 


• The  mass can be calculated as




• Use of a pseudomass technique developed by the ARGUS collaboration


• As the direction of the neutrino is not known,  is assumed, resulting in





• The position of the cutoff indicates the value of the  mass

• Smeared edge due to detector resolution effects and larger tails because of ISR 

τ

ee → τ( → πππντ) τtag τtag → ℓνℓντ τtag → π(π0)ντ ℓ = e, μ

τ
m2

τ = (ph + pν)2 = 2E*3π(E*τ − E*3π) + M2
3π − 2p*3π(E*τ − E*3π) cos( ⃗p 3π, ⃗p ν)

cos( ⃗p 3π, ⃗p ν) = 1
M2

min = 2E*3π(E*τ − E*3π) + M2
3π − 2p*3π(E*τ − E*3π) < m2

τ

τ

TO BE SUBMITTED 

FOR PUBLICATION
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Figure 1: Spectrum of Mmin in experimental data (dots), the background contributions
from e+e� ! ⌧+⌧� events with decays other than ⌧� ! ⇡�⇡+⇡�⌫⌧ (orange area with
solid line), e+e� ! qq̄ process (blue area with dashed line), and other background sources
(gray area with dotted line).

3 Event selection81

In the e+e� center-of-mass frame, the ⌧ leptons are produced in opposite directions.82

Thus, the decay products of one tau are isolated from those of the other tau, and they83

are contained in opposite hemispheres. The boundary between those hemispheres is the84

plane perpendicular to the ⌧ flight direction, which is experimentally approximated by85

the thrust axis. The thrust axis is the unit vector t̂ that maximizes the thrust value86 P
|t̂ · ~p ⇤

i |/
P

|~p ⇤
i |, where ~p ⇤

i is the momentum of ith final-state particle in the e+e�center-87

of-mass frame [29, 30].88

We define the signal hemisphere as that containing three charged particles, which89

are assumed to originate from the ⌧� ! ⇡�⇡+⇡�⌫⌧ decay, and require that the other90

hemisphere, named tag, contains only one charged particle and up to one neutral pion.91

Thus, the tag side contains leptonic (⌧+ ! e+⌫e⌫̄⌧ and ⌧+ ! µ+⌫µ⌫̄⌧ ) and hadronic92

(predominantly ⌧+ ! ⇡+⌫̄⌧ and ⌧+ ! ⇡+⇡0⌫̄⌧ ) ⌧ decays, which have 35.21% and 37.44%93

branching fractions, respectively [31].94
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Systematic uncertainties  
• Systematically dominated measurement


• Major improvements in the determination of the leading systematics entering 


• Beam-energy: Use of  meson hadronic decays method and  lineshape 
measurement to get 


• Charged-particle momentum:  scale factors to cure bias due to imperfect B-field


• Extract corrections dependent on  for  and  by comparing 
 mass peak w.r.t PDG mass 

Mmin

B Υ(4S)
s

p
cos θtrack K π

D0 → Kπ

Measurement of the  lepton massτ TO BE SUBMITTED 

FOR PUBLICATION

Source Uncertainty
[MeV/c2 ]

Knowledge of the colliding beams:
Beam-energy correction 0.07
Boost vector  0.01

Reconstruction of charged particles:
Charged-particle momentum correction 0.06
Detector misalignment 0.03

Fit model:
Estimator bias 0.03
Choice of the fit function 0.02
Mass dependence of the bias  0.01

Imperfections of the simulation:
Detector material density 0.03
Modeling of ISR, FSR and ⌧ -decay 0.02
Momentum resolution  0.01
Neutral particle reconstruction e�ciency  0.01
Tracking e�ciency correction  0.01
Trigger e�ciency  0.01
Background processes  0.01

Total 0.11

Table 2: Summary of systematic uncertainties.

6 Systematic uncertainties and consistency checks187

The systematic uncertainties are grouped into categories associated with the knowledge188

of the colliding beams, the reconstruction of the charged particles, the fit model, and189

imperfections in the simulated data. Table 2 summarizes the sources that contribute190

to the total uncertainty. The largest source of uncertainty arises from the beam energy191

correction, followed by the charged-particle momentum reconstruction uncertainty. The192

various systematic uncertainties are added in quadrature, resulting in a total systematic193

uncertainty of 0.11MeV/c2.194

6.1 Knowledge of the colliding beams195

The uncertainty on the
p
s measurement, as indicated by the red band in Fig. 2, is on196

average around 0.75MeV and is dominated by systematic uncertainties. The estimation197

of
p
s from the B-meson energy relies on the knowledge of the energy dependence of the198

e+e� ! BB̄ cross section, whose uncertainty is driven by the beam-energy uncertainty199

8

Mmin = M2
3π + 2( s /2 − E*3π)(E*3π − p*3π)



overestimates the ⌧ mass with a constant o↵set of 0.40±0.03MeV/c2. This estimator bias174

results from the inaccurate empirical parametrization of the Mmin distribution.175

Figure 3 shows the Mmin distribution in the range of [1.70, 1.85]GeV/c2 in data with176

the background predicted from simulation and the fit projection overlaid. While the177

⌧� ! ⇡�⇡+⇡�⌫⌧ events show a clear threshold, the background processes are featureless178

around the endpoint. Their contribution can be described in our parametrization by the179

parameters P3, P4, and P5. The observed P1 value, P1 = 1777.49 ± 0.08MeV/c2, is then180

corrected for the estimator bias to obtain the measured ⌧ mass,181

m⌧ = 1777.09± 0.08 MeV/c2, (6)182

where the uncertainty is the statistical uncertainty of the P1 parameter. The statisti-183

cal precision of the result is validated by generating simplified simulated experiments184

based on Poisson statistics, as well as by re-sampling of the data based on bootstrapping185

techniques [36], and repeating the measurement on them.186
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between data and fit results divided by the statistical uncertainties.
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Figure 5: Summary of most precise ⌧ -lepton mass measurements [6, 8, 7, 9, 5] compared
with the result of this work. The vertical gray band indicates the average value of previous
measurements [31]. The inner bars represent the statistical uncertainties, while the outer
bars indicate the total uncertainties.

7 Summary281

We measure the mass of the ⌧ lepton to be282

m⌧ = 1777.09± 0.08± 0.11MeV/c2 (7)283

using e+e� ! ⌧+⌧� data collected with the Belle II detector at a center-of-mass energy284

of
p
s = 10.58GeV and corresponding to an integrated luminosity of 190 fb�1. The285

statistical uncertainty per unit sample size is smaller compared to previous results [8, 9]286

owing to the improved event selection and momentum resolution of the Belle II detector,287

which results in a steeper slope of the Mmin distribution in the threshold region. The288

main sources of systematic uncertainty arise from the knowledge of the beam energy and289

from the uncertainty of the charged-particle momentum correction. As shown in Fig. 5,290

our result is consistent with previous measurements [5, 6, 7, 8, 9] and is the most precise291

measurement to date.292
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Result  

• World’s best determination of the  lepton mass 


 MeV/

τ

mτ = 1777.09 ± 0.08 (stat.)  ± 0.11 (syst.)  c2

Measurement of the  lepton massτ TO BE SUBMITTED 

FOR PUBLICATION
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Summary

• Belle II has a unique sensitivity to light dark sectors searches and confirms its world leading precision capabilities

• Presented recent dark-sector and  physics highlights


• Long-lived scalar particle in  transitions  — to be submitted to journal


• Search for invisibly decaying  boson — accepted for publication (PRL)


• Search for an invisible boson in LFV  decays — Phys. Rev. Lett. 130, 181803 (2023)


• Search for LFV  decays — conference paper (Moriond 2023)


• Measurement of the  lepton mass — to be submitted to journal


With 428fb  sample collected, more exciting results are coming!

τ
b → s
Z′�

τ
τ → ℓϕ

τ

−1

Thank you!

https://inspirehep.net/literature/2611344
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.181803
https://arxiv.org/abs/2305.04759
https://inspirehep.net/literature/2611344
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.181803
https://arxiv.org/abs/2305.04759
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Introduction
Long shutdown 1 (LS1)  
• Belle II data-taking stopped in June 2022 and is on track to resume 

in winter 2023

LS1 activities 
• Installation of full 2-layer pixel detector

• Replacement of PMT of central PID detector (TOP)

• Replacement of the beam pipe

• +more

• improvement of data-quality monitoring and alarm system

• complete transition to new DAQ boards

• replacement of aging components

• additional shielding against beam backgrounds

• accelerator improcements: 


• injection

• non linear collimators

• monitoring

Belle II Luminosity status and LS1 plans
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Introduction
Models  
• Probe three different mediator models:


•  with  [1], leptophilic  [2] and ALP [3]


Measurement 

•  decays to one charged plus any number of neutral 
particles 


• four tracks in the even (at least two )


• Require missing energy by GeV/ 

• Modelled:           Un-modelled:


             


            

            


• Eight different classifiers (MLP) in different 
 regions


• Signal extracted by fits to 

• Background determined directly in data

• un-modelled non-peaking background are not a 

problem

Z′ � Lμ − Lτ S

τ

μ
M4 tracks < 9.5 c2

ee → ττ ee → eeXhad

ee → qq ee → eeππ
ee → 4ℓ ee → 4ℓ + ISR

Mrecoil(μμ)
Mrecoil(μμ)

Search for  decay of a  boson in  f.s.ττ Z′� μμττ

[1] JHEP 12 (2016) 106 

[2] PRD 95 (2017) 075003 

[3] arXiv: 2110.10698 Figure 73. 90% CL upper limits on the g

0 coupling of the Lµ � L⌧ model [23–25, 33].

Figure 74. 90% CL upper limits on the ⇠ coupling of the leptophilic dark scalar model

[28].
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Figure 67. Data/MC comparison for the invariant mass of the four tracks in the event.

Figure 68. Data/MC comparison for the recoil mass calculated with respect to the

dimuon. The inset shows an example of fit at a signal mass hypothesis of 6.036 GeV/c2.
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Figure 70. 90% CL upper limits on the cross section of the process e+e� ! µ
+
µ
�
Z

0
, Z

0
!

⌧
+
⌧
� measured on 62.8 fb�1. The black dashed line shows the median expected upper

limits, the green and yellow bands are respectively the ±1� and ±2� intervals for the

expected limits under the background-only hypothesis, while black points are the observed

upper limits. The measure has been performed applying the CLs frequentist technique

[18]. The inset shows a magnification of the region above 9 GeV/c2.

11.1. Upper limits to di↵erent models1223

As discussed in 5, the signal e�ciency we obtain for leptophilic dark scalars and an1224

axion-like particles (ALPs) with negligible ALP-photon couplings is very similar to1225

the e�ciency we obtain for the Z 0 of the Lµ�L⌧ model. Assuming the same e�ciency1226

for the three di↵erent models, we calculate the upper limits to coupling constants1227

to lepton in the three models by applying the same procedure described in 9. The1228

nominal cross sections for the three models are taken from the MadGraph5NLO1229

generator used to generate the signal samples. Figure 73 shows the 90% CL upper1230

limits to g0 of the Lµ �L⌧ model. For what concerns the leptophilic dark scalar, the1231
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Figure 4 presents limits in the vanilla Lµ � L⌧ model.
Our results are world-leading for direct searches of Z 0

in the mass range 11.5 to 211 MeV/c2. More stringent
limits are from NA64-e [26] below 11 MeV/c2 and from
Belle [22], BABAR [21], and CMS [23] searches for Z 0 !
µ+µ� above 211 MeV/c2.

Additional plots, including indirect constraints from
neutrino experiments and detailed numerical results, are
provided in the Supplemental Material [50].

FIG. 2: Observed 90% CL upper limits on the cross sec-
tion �(e+e� ! µ+µ�Z0, Z0 ! invisible) as functions of the
Z0 mass for the cases of negligible �Z0 and for �Z0 = 0.1MZ0 .
Also shown are previous limits from Belle II [26].

FIG. 3: Observed 90% CL upper limits on the coupling g0 for
the fully invisible Lµ�L⌧ model as functions of the Z0 mass for
the cases of negligible �Z0 and for �Z0 = 0.1MZ0 . Also shown
are previous limits from NA64-e [25] and Belle II [26] searches.
The red band shows the region that explains the measured
value of the muon anomalous magnetic moment (g � 2)µ ±
2� [2]. The vertical dashed line indicates the limit beyond
which the hypothesis B(Z 0 ! ��̄) ⇡ 1 is not respected in the
negligible �Z0 case.

In summary, we search for an invisibly decaying Z 0

boson in the process e+e� ! µ+µ�Z 0 using data corre-

FIG. 4: Observed 90% CL upper limits on the coupling g0

for the vanilla Lµ � L⌧ model as functions of the Z0 mass.
Also shown are previous limits from Belle II [26] and NA64-
e [25] searches for invisible Z0 decays, and from Belle [22],
BaBar [21], and CMS [23] searches for Z0 decays to muons
(at 95% CL). The red band shows the region that explains
the muon anomalous magnetic moment (g � 2)µ ± 2� [2].

sponding to 79.7 fb�1 collected by Belle II at SuperKEKB
in 2019–2020. We find no significant excess above the ex-
pected background and set 90% CL upper limits on the
coupling g0 ranging from 3⇥ 10�3 at low Z 0 masses to 1
for a mass of 8 GeV/c2. These are world-leading direct-
search results for Z 0 masses above 11.5 MeV/c2 in the
fully invisible Lµ�L⌧ model and for masses in the range
11.5 to 211 MeV/c2 in the vanilla Lµ �L⌧ model. These
limits are the first direct-search results excluding a fully-
invisible-Z 0-boson model as an explanation of the (g�2)µ
anomaly for 0.8 < MZ0 < 5.0 GeV/c2.

We thank Andreas Crivellin for useful discussions
during the preparation of this manuscript. This work,
based on data collected using the Belle II detector,
which was built and commissioned prior to March 2019,
was supported by Science Committee of the Republic
of Armenia Grant No. 20TTCG-1C010; Australian Re-
search Council and research Grants No. DE220100462,
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and No. FT120100745; Austrian Federal Ministry of
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sponding to 79.7 fb�1 collected by Belle II at SuperKEKB
in 2019–2020. We find no significant excess above the ex-
pected background and set 90% CL upper limits on the
coupling g0 ranging from 3⇥ 10�3 at low Z 0 masses to 1
for a mass of 8 GeV/c2. These are world-leading direct-
search results for Z 0 masses above 11.5 MeV/c2 in the
fully invisible Lµ�L⌧ model and for masses in the range
11.5 to 211 MeV/c2 in the vanilla Lµ �L⌧ model. These
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Table I: Requirements on event thrust, missing momentum
polar angle, and tag hemisphere particles’ total center-of-mass
energy and mass.

⌧� ! e�↵ ⌧� ! µ�↵

Thrust [0.90, 0.99] [0.90, 1.00]

✓miss [20�, 160�] [20�, 160�]

ECM
3h [1.2, 5.3] GeV [1.1, 5.3] GeV

M3h [0.5, 1.7] GeV/c2 [0.4, 1.7] GeV/c2

tributions of x` for events belonging to the signal region
are shown in Fig. 1.

We model each x` spectrum as a sum of contributions
from the signal decay, the standard-model leptonic decay,
and all other sources of background,
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Figure 1: Spectra of x` for electrons (top) and muons (bot-
tom) in simulation and experimental data. Simulated spec-
tra for standard-model processes are shown stacked, with the
grey band indicating the total uncertainty, which is dominated
by the lepton-identification e�ciency uncertainty. Remaining
background processes other than ⌧� ! `�⌫̄`⌫⌧ contributing
to the spectrum are combined together and collectively re-
ferred to as “Other”. The distributions for ⌧� ! `�↵ are
shown for three ↵ masses assuming branching-fraction ratios
of 5%.

N(x`) = N`⌫̄⌫
✏`↵
✏`⌫⌫

B`↵

B`⌫̄⌫
f`↵(x`)

+ N`⌫̄⌫ f`⌫̄⌫(x`) +Nb fb(x`) , (2)

where the probability density functions f`↵, f`⌫̄⌫ , and
fb are binned distributions taken from simulations, N`⌫̄⌫

and Nb are the observed yields, and ✏`↵/✏`⌫⌫ is the e�-
ciency of observing ⌧� ! `�↵ decays relative to that for
observing ⌧� ! `�⌫̄`⌫⌧ .
We use RooStats [30] and HistFactory [31] to fit our

model to binned data using extended maximum likeli-
hoods that are functions of the branching-fraction ratio
B`↵/B`⌫̄⌫ , and of N`⌫̄⌫ and Nb.
The leading systematic uncertainties originate from

the corrections to the lepton-identification e�ciency and
particle misidentification rate, based on comparison of
calibration samples in data and simulated events. These
corrections depend on momentum and polar angle; their
typical ranges are summarized in Table II. The resulting
uncertainties are asymmetric and strongly depend on x`;
their ranges and averaged values over the standard-model
yields are also reported in the same table. The contri-
bution from lepton-identification e�ciency partially can-
cels in the ratio between signal and normalization chan-
nels; while the contribution from particle misidentifica-
tion rates does not, as it only a↵ects other background
sources.

Table II: Typical ranges for corrections to the lepton-
identification e�ciencies and misidentification rates, together
with ranges for their respective uncertainties and their aver-
age values.

Corr. range Uncert. range Average uncert.

Electron id. 0.84 � 1.06 0.9% � 12.6% +5.3%,�2.9%

Muon id. 0.63 � 1.02 1.3% � 32.8% +11.7%,�1.6%

Electron mis-id. 0.6 � 6.0 4.3% � 34.6% +17.6%,�14.7%

Muon mis-id. 0.3 � 1.5 1.4% � 37.0% +18.0%,�18.2%

Uncertainties from the trigger and ⇡0 reconstruction
e�ciency corrections are also taken into account. Trigger
uncertainties range in 0.1% � 4% for the electron chan-
nel and in 0.2%� 1.5% for the muon channel, depending
on x`. Neutral pion reconstruction e�ciency is evaluated
from studies on independent samples to be 0.914±0.020.
Each of these systematic uncertainties is included in the
likelihood as an additional shape-correlated nuisance pa-
rameter that is assumed to follow a Gaussian distribu-
tion. Other sources of uncertainty from track reconstruc-
tion e�ciency, beam-energy determination, relative re-
construction e�ciency, and momentum-scale correction
have negligible impact on the results.
Inspection of events in the signal region shows that

asymmetrical uncertainties yield unreliable results. We
therefore revise our definitions and symmetrize their dis-
tributions using their greater variation in each bin.

5

We observe no significant signal and determine upper
limits using the CLs method [32], a modified frequentist
approach based on a profile likelihood ratio [33]. Fig-
ure 2 shows the 95% CL upper limits as well as expecta-
tions calculated assuming the background-only hypothe-
ses, ranging in (1.1�9.7)⇥10�3 for the electron channel
and in (0.7 � 12.2) ⇥ 10�3 for the muon channel. Sys-
tematic uncertainties degrade on average our upper limit
sensitivity by approximately 35% in both channels.

The fit results and upper limits are summarized in
Table III. The corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model world-
average branching fractions for the reference channel [34],
are also provided for convenience. Our 95% CL limits
are 2.2 to 14 times more stringent than the best previous
bounds in [7], depending on the value of the ↵ mass.

0     0.5  0.7   1  1.2  1.4  1.6

]2 [GeV/cαM

0
2
4
6
8

10
12
14
16
18
20
22

3−10×

) τν eν -
 e

→ - τ (
B)/

α-
 e

→ - τ (
B

Observed UL at 95% CL  1 std. dev.±Expected UL 

Expected UL at 95% CL  2 std. dev.±Expected UL 

Belle II

∫ -1dt = 62.8 fbL

0     0.5  0.7   1  1.2  1.4  1.6

]2 [GeV/cαM

0

5

10

15

20

25

3−10×

) τν 
µν -

µ 
→ - τ (

B)/
α-

µ 
→ - τ (

B

Observed UL at 95% CL  1 std. dev.±Expected UL 

Expected UL at 95% CL  2 std. dev.±Expected UL 

Belle II

∫ -1dt = 62.8 fbL

Figure 2: Upper limits at 95% CL on the branching-fraction
ratios B(⌧� ! e�↵)/B(⌧� ! e�⌫̄e⌫⌧ ) (top) and B(⌧� !
µ�↵)/B(⌧� ! µ�⌫̄µ⌫⌧ ) (bottom) as a function of the ↵ mass,
as well as their expectations from background-only hypothe-
sis. All values are linearly interpolated between mass points.

In conclusion, we search for the lepton-flavor-violating
decay ⌧� ! `�↵ using data collected by the Belle II
detector at an e+e� center-of-mass energy of 10.58 GeV,
corresponding to an integrated luminosity of 62.8 fb�1.
We observe no statistically significant signal and set 90%
and 95% confidence-level upper limits on the branching-
fraction ratios B(⌧� ! `�↵)/B(⌧� ! `�⌫̄`⌫⌧ ). These
constitute the most stringent limits on invisible spin-0
boson production from ⌧ lepton decays.

This work, based on data collected using the Belle

Table III: Central values with their uncertainties, 95% CL,
and 90% CL upper limits for the branching-fraction ratios
Be↵/Be⌫̄⌫ (top) and Bµ↵/Bµ⌫̄⌫ (bottom) for various masses
of the ↵ boson. Corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model branching
fractions from [34], are provided in parentheses for conve-
nience.

M↵ Be↵/Be⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �8.1± 3.9 5.3 (0.94) 4.3 (0.76)

0.5 �0.9± 4.3 7.8 (1.40) 6.5 (1.15)

0.7 1.7± 4.0 9.0 (1.61) 7.6 (1.36)

1.0 1.7± 4.2 9.7 (1.73) 8.2 (1.47)

1.2 �1.1± 2.6 4.5 (0.80) 3.7 (0.66)

1.4 �0.3± 1.0 1.8 (0.32) 1.5 (0.26)

1.6 0.2± 0.5 1.1 (0.19) 0.9 (0.16)

M↵ Bµ↵/Bµ⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �9.4± 3.7 3.4 (0.59) 2.7 (0.47)

0.5 �3.2± 3.9 6.2 (1.07) 5.1 (0.88)

0.7 2.7± 3.4 9.0 (1.56) 7.8 (1.35)

1.0 1.7± 5.4 12.2 (2.13) 10.3 (1.80)

1.2 �0.2± 2.4 3.6 (0.62) 2.9 (0.51)

1.4 0.9± 0.9 2.5 (0.44) 2.2 (0.38)

1.6 �0.3± 0.5 0.7 (0.13) 0.6 (0.10)

II detector, which was built and commissioned prior to
March 2019, was supported by Science Committee of
the Republic of Armenia Grant No. 20TTCG-1C010;
Australian Research Council and research Grants
No. DE220100462, No. DP180102629, No. DP170102389,
No. DP170102204, No. DP150103061, No. FT130100303,
No. FT130100018, and No. FT120100745; Austrian
Federal Ministry of Education, Science and Research,
Austrian Science Fund No. P 31361-N36 and No. J4625-
N, and Horizon 2020 ERC Starting Grant No. 947006
“InterLeptons”; Natural Sciences and Engineering
Research Council of Canada, Compute Canada and
CANARIE; Chinese Academy of Sciences and re-
search Grant No. QYZDJ-SSW-SLH011, National
Natural Science Foundation of China and research
Grants No. 11521505, No. 11575017, No. 11675166,
No. 11761141009, No. 11705209, and No. 11975076,
LiaoNing Revitalization Talents Program under Con-
tract No. XLYC1807135, Shanghai Pujiang Program
under Grant No. 18PJ1401000, and the CAS Center for
Excellence in Particle Physics (CCEPP); the Ministry
of Education, Youth, and Sports of the Czech Republic
under Contract No. LTT17020 and Charles University
Grant No. SVV 260448 and the Czech Science Founda-
tion Grant No. 22-18469S; European Research Council,
Seventh Framework PIEF-GA-2013-622527, Horizon
2020 ERC-Advanced Grants No. 267104 and No. 884719,
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Table I: Requirements on event thrust, missing momentum
polar angle, and tag hemisphere particles’ total center-of-mass
energy and mass.
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tributions of x` for events belonging to the signal region
are shown in Fig. 1.

We model each x` spectrum as a sum of contributions
from the signal decay, the standard-model leptonic decay,
and all other sources of background,
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Figure 1: Spectra of x` for electrons (top) and muons (bot-
tom) in simulation and experimental data. Simulated spec-
tra for standard-model processes are shown stacked, with the
grey band indicating the total uncertainty, which is dominated
by the lepton-identification e�ciency uncertainty. Remaining
background processes other than ⌧� ! `�⌫̄`⌫⌧ contributing
to the spectrum are combined together and collectively re-
ferred to as “Other”. The distributions for ⌧� ! `�↵ are
shown for three ↵ masses assuming branching-fraction ratios
of 5%.

N(x`) = N`⌫̄⌫
✏`↵
✏`⌫⌫

B`↵

B`⌫̄⌫
f`↵(x`)

+ N`⌫̄⌫ f`⌫̄⌫(x`) +Nb fb(x`) , (2)

where the probability density functions f`↵, f`⌫̄⌫ , and
fb are binned distributions taken from simulations, N`⌫̄⌫

and Nb are the observed yields, and ✏`↵/✏`⌫⌫ is the e�-
ciency of observing ⌧� ! `�↵ decays relative to that for
observing ⌧� ! `�⌫̄`⌫⌧ .
We use RooStats [30] and HistFactory [31] to fit our

model to binned data using extended maximum likeli-
hoods that are functions of the branching-fraction ratio
B`↵/B`⌫̄⌫ , and of N`⌫̄⌫ and Nb.
The leading systematic uncertainties originate from

the corrections to the lepton-identification e�ciency and
particle misidentification rate, based on comparison of
calibration samples in data and simulated events. These
corrections depend on momentum and polar angle; their
typical ranges are summarized in Table II. The resulting
uncertainties are asymmetric and strongly depend on x`;
their ranges and averaged values over the standard-model
yields are also reported in the same table. The contri-
bution from lepton-identification e�ciency partially can-
cels in the ratio between signal and normalization chan-
nels; while the contribution from particle misidentifica-
tion rates does not, as it only a↵ects other background
sources.

Table II: Typical ranges for corrections to the lepton-
identification e�ciencies and misidentification rates, together
with ranges for their respective uncertainties and their aver-
age values.

Corr. range Uncert. range Average uncert.

Electron id. 0.84 � 1.06 0.9% � 12.6% +5.3%,�2.9%

Muon id. 0.63 � 1.02 1.3% � 32.8% +11.7%,�1.6%

Electron mis-id. 0.6 � 6.0 4.3% � 34.6% +17.6%,�14.7%

Muon mis-id. 0.3 � 1.5 1.4% � 37.0% +18.0%,�18.2%

Uncertainties from the trigger and ⇡0 reconstruction
e�ciency corrections are also taken into account. Trigger
uncertainties range in 0.1% � 4% for the electron chan-
nel and in 0.2%� 1.5% for the muon channel, depending
on x`. Neutral pion reconstruction e�ciency is evaluated
from studies on independent samples to be 0.914±0.020.
Each of these systematic uncertainties is included in the
likelihood as an additional shape-correlated nuisance pa-
rameter that is assumed to follow a Gaussian distribu-
tion. Other sources of uncertainty from track reconstruc-
tion e�ciency, beam-energy determination, relative re-
construction e�ciency, and momentum-scale correction
have negligible impact on the results.
Inspection of events in the signal region shows that

asymmetrical uncertainties yield unreliable results. We
therefore revise our definitions and symmetrize their dis-
tributions using their greater variation in each bin.

5

We observe no significant signal and determine upper
limits using the CLs method [32], a modified frequentist
approach based on a profile likelihood ratio [33]. Fig-
ure 2 shows the 95% CL upper limits as well as expecta-
tions calculated assuming the background-only hypothe-
ses, ranging in (1.1�9.7)⇥10�3 for the electron channel
and in (0.7 � 12.2) ⇥ 10�3 for the muon channel. Sys-
tematic uncertainties degrade on average our upper limit
sensitivity by approximately 35% in both channels.

The fit results and upper limits are summarized in
Table III. The corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model world-
average branching fractions for the reference channel [34],
are also provided for convenience. Our 95% CL limits
are 2.2 to 14 times more stringent than the best previous
bounds in [7], depending on the value of the ↵ mass.
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Figure 2: Upper limits at 95% CL on the branching-fraction
ratios B(⌧� ! e�↵)/B(⌧� ! e�⌫̄e⌫⌧ ) (top) and B(⌧� !
µ�↵)/B(⌧� ! µ�⌫̄µ⌫⌧ ) (bottom) as a function of the ↵ mass,
as well as their expectations from background-only hypothe-
sis. All values are linearly interpolated between mass points.

In conclusion, we search for the lepton-flavor-violating
decay ⌧� ! `�↵ using data collected by the Belle II
detector at an e+e� center-of-mass energy of 10.58 GeV,
corresponding to an integrated luminosity of 62.8 fb�1.
We observe no statistically significant signal and set 90%
and 95% confidence-level upper limits on the branching-
fraction ratios B(⌧� ! `�↵)/B(⌧� ! `�⌫̄`⌫⌧ ). These
constitute the most stringent limits on invisible spin-0
boson production from ⌧ lepton decays.

This work, based on data collected using the Belle

Table III: Central values with their uncertainties, 95% CL,
and 90% CL upper limits for the branching-fraction ratios
Be↵/Be⌫̄⌫ (top) and Bµ↵/Bµ⌫̄⌫ (bottom) for various masses
of the ↵ boson. Corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model branching
fractions from [34], are provided in parentheses for conve-
nience.

M↵ Be↵/Be⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �8.1± 3.9 5.3 (0.94) 4.3 (0.76)

0.5 �0.9± 4.3 7.8 (1.40) 6.5 (1.15)

0.7 1.7± 4.0 9.0 (1.61) 7.6 (1.36)

1.0 1.7± 4.2 9.7 (1.73) 8.2 (1.47)

1.2 �1.1± 2.6 4.5 (0.80) 3.7 (0.66)

1.4 �0.3± 1.0 1.8 (0.32) 1.5 (0.26)

1.6 0.2± 0.5 1.1 (0.19) 0.9 (0.16)

M↵ Bµ↵/Bµ⌫̄⌫ UL at 95% CL UL at 90% CL

[GeV/c2] (⇥10�3) (⇥10�3) (⇥10�3)

0.0 �9.4± 3.7 3.4 (0.59) 2.7 (0.47)

0.5 �3.2± 3.9 6.2 (1.07) 5.1 (0.88)

0.7 2.7± 3.4 9.0 (1.56) 7.8 (1.35)

1.0 1.7± 5.4 12.2 (2.13) 10.3 (1.80)

1.2 �0.2± 2.4 3.6 (0.62) 2.9 (0.51)

1.4 0.9± 0.9 2.5 (0.44) 2.2 (0.38)

1.6 �0.3± 0.5 0.7 (0.13) 0.6 (0.10)
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Table 3. Final selection efficiencies and yields on data and simulation for specific regions of the (M⌧ ,

�E⌧ ) plane: the signal regions (SR) and the reduced sidebands (RSB) for both channels. The expected

data yield in the SR Nexp is the product of the yield Ndata observed in the RSB and the MC background

ratio rMC. The final observed yields in the data SR are also reported in the last row. Statistical (stat)

and systematic (syst) uncertainties are omitted wherever negligible.

Quantity Region Mode
e� µ�

Signal
efficiency "`�

SR (6.1 ± 0.9 (syst))% (6.5 ± 0.6 (syst))%

rMC SR / RSB 0.23+0.16
�0.10 (stat) 0.12+0.07

�0.04 (stat)

Ndata RSB 1.0+2.3
�0.8 (stat) 3.0+2.9

�1.6 (stat)
Nexp SR 0.23+0.55

�0.21 (stat) 0.36+0.39
�0.23 (stat)

Nobs SR 2.0+2.6
�1.3 (stat) 0.0+1.8

�0.0 (stat)
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Figure 4. Scatter plots of �E⌧ vs M⌧ for simulated SM background and data in the ⌧� ! e�� (left) and

⌧� ! µ�� (right) channels, after all selections. The red squares represent the signal regions (SR), while

the green lines delineate the ±3� (e�) or ±2� (µ�) �E⌧ band (RSB) used for estimating the expected

number of events in the SR. The RSB region is the area outside the red box and inside the green solid

lines.

6 Upper limit computation

The 90% confidence level (C.L.) upper limits on the ⌧� ! `�� branching fractions are computed
as

BUL(⌧ ! `�) =
s

L ⇥ 2�⌧⌧ ⇥ "`�
, (3)

where s is the corresponding 90% C.L. upper limit on Nobs � Nexp, the difference between
the observed and expected data yields. The other inputs to Equation 3 are the integrated
luminosity L = 190 ± 1 fb�1 of the analyzed data sample; the ⌧ -pair production cross section
�⌧⌧ = 0.919± 0.003 nb and the signal efficiency "`�. The selection of a specific final state for the
� candidate reconstructed as � ! K+K� is already included in the total signal efficiency "`�, as
the simulated samples allow for any possible known decays of the �. Therefore no normalization
to B(� ! K+K�) is needed in Equation 3.
We estimate upper limits with the CLs [12, 13] method in a frequentist approach implemented
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Measurement of the  lepton massτ
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Figure 1. Test of the SM prediction of the
relation between the ⌧ leptonic branching
fractions and the ⌧ lifetime and mass. B0⌧e
denotes the statistical average of
Be = B(⌧! e⌫̄e⌫⌧) and the Be SM
prediction from the Bµ measurement
Be(Bµ) = Bµ · ( f⌧e/ f⌧µ). The yellow band
represents the uncertainty from the ⌧
lifetime.

Using semi-hadronic processes
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where h = ⇡ or K and the radiative corrections are �⇡ = (0.16± 0.14)% and �K = (0.90± 0.22)% [11].
We measure:

⇣
g⌧/gµ

⌘
⇡
= 0.9961 ± 0.0027 ,

⇣
g⌧/gµ

⌘
K
= 0.9860 ± 0.0070 .

Similar tests could be performed with decays to electrons, however they are less precise because the
hadron two body decays to electrons are helicity-suppressed. Averaging the three g⌧/gµ ratios we
obtain

⇣
g⌧/gµ

⌘
⌧+⇡+K

= 1.0000 ± 0.0014 ,

accounting for all correlations.

4 |Vus| measurement

The measurements of the kaon branching fractions are used in conjunction with lattice QCD estimates
of hadronic form factors to provide the most precise determinations of |Vus| [1]. The ⌧ exclusive
branching fractions to strange final states can be used in a similar way to obtain additional less precise
|Vus| determinations. Furthermore, the inclusive branching fraction of the ⌧ to all strange final states,
B(⌧! Xs⌫), can be used to compute |Vus|with a procedure that does not require lattice QCD estimates
and has an independent and small theory uncertainty [12]:

|Vus|⌧s =
s

Rs/

"
RVA

|Vud |2
� �Rtheory

#
.

Rs and RVA are the ⌧ hadronic partial widths to strange and to non-strange hadronic final states
(�s and �had) divided by the universality-improved branching fraction B(⌧ ! e⌫⌫̄) = Buni

e =
(17.815 ± 0.023)% [2, 3]. We compute �Rtheory = 0.242 ± 0.032 using inputs from Ref. [12]
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