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• Dedicated TPC proxies configured (100Gb/s combined 

throughput)

• 12 EOS nodes provisioned

• 10 tape servers with TS1160 drives (2 drives/server)

• 8 tape servers with LTO9 tape drives (2 drives/server)



Antares Upgrade – May 2022
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• Day long outage to include EOS-CTA upgrade, including:

• Update to latest long-term EL7 version (5.4.186-1.el7.elrepo.x86_64)

• Update to latest Oracle security patches 

• Upgrade of EOS and CTA to versions 4.8.78-1 and 4.6.1-1 respectively

• Firmware update of two CTA network switches (deferred to alternative 

date/time)

• All updates/upgrades completed successfully

• Still issues with EOS/MGM instability – for discussion (Tom)

• Handling EOS and CTA getting out of sync – e.g. EOS retrieval object 

IDs no longer in CTA (Tom)

• Stuck retrieval workaround in place (Tim)



EOS MGM stalls

▪Occasional stalls of MGM 
node have been observed

▪XRootD process still running, 
but all incoming connections 
fail

▪Mitigation in place: check 
regularly if MGM is responsive 
and restart eos@mgm if it is 
not

▪ Issue still present after 
upgrade



EOS-CTA Tape
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• Tape family configuration – how are these setup in the CERN 

instance? 

• Our tapeserver config same as Castor – other considerations?

• Discussion on how to ensure we meet VO peak rate 

requirements, implication of no tape drive dedication/VO

• CERN team experiences with tape repack, operational 

documentation?

• For LHC Run-3 timescale, CERN will have IBM Enterprise 

(1155 and 1160), LTO-8 and LTO-9 drives in production.  

• Expectation that 1 tape drive/server will be maintained?



Facilities Castor to Antares Migration
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• Upgrade of Facilities CASTOR to 2.1.19-3 completed in 2021

• Additional EOS instance for Facilities, need to accommodate large file 

sizes than current filesystem allows.   What is maximum file size? Can we 

allocate an EOS node to a specific retrieval for a large file?

• To import to existing CTA, need to deal with clashing File IDs – tests to be 

carried out on change to Facilities Castor File ID range to avoid clash.  

Migrate to new Castor namespace then to EOS/CTA?  OR read from 

Facilities Castor and write to CTA.

• Castor namespace injection to EOS

• Castor tape metadata migration to CTA DB



Data Transfer
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• FTS integration – schedule for full WebDAV and TPC multi-hop support? (Response from 

email: Work on the HTTP REST API is ongoing, but there is no plan to have it production-ready 

in the near future and certainly not this year.)

• Any issues to be aware of?  Any workarounds in place at CERN for any VOs?  

• Questions from Michael:

• Which data transfer protocols do you intend to use for Run-3? In particular, between ECHO 

and EOSCTA. (XrootD.  Maybe WebDAV for LHCb)

• Configuration of eviction of files from the EOSCTA buffer after they are retrieved from tape 

and successfully transferred by FTS.



Release Schedule/Support
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• Release schedule plans for the coming year?  OS plans, EOS 5 

etc.

• Response from email: 

• The CTA Release Roadmap is here: https://gitlab.cern.ch/cta/CTA/-

/wikis/CTA-Release-Roadmap

• The EOS team have started to put EOS 5 into production for the LHC EOS 

instances. We will follow shortly for CTA.
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Backup Slides



Tier-1 Castor to Antares Migration
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1. CASTOR DB schemas imported

2. CTA Migration procedures and 

tables added to schemas

Steps needed for each VO:

• Create VO in CTA

• Import directory structure to EOS

• Import VO tape pools:

• Import files to EOS

• Import archive files info to CTA catalogue

• Import tape info to CTA

• Import zero-byte files to EOS

CTA DB
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3. Import directories

5. Import files

4. Import tape file info 

into CTA Catalogue 

(inc. storage classes, 

tape info etc)

This step is done per 

tape pool

6. Import zero-byte files

(not picked up by NS/VMGR join)



Castor to Antares Migration

• Actual migration – downtime Sunday pm to allow Castor to drain - to midday Thursday

• Backups of Castor taken and file lists created for VOs pre-migration – rollback checkpoint

• Two team members migrating all the VOs one at a time. File lists in EOS produced for each 

VO to compare with the Castor file list --> small number of anomalies!

• Had to apply dir extended attributes (ACLs and CTA workflows) on the whole dir structure 

after migration

• Scripted applying across the whole namespace – ATLAS: 150,000 dirs, CMS: 535,000 dirs, 

LHCb: 177,000 dirs – and found that 70,000 directories was the maximum namespace size 

to apply the attributes without hitting the timeout limit
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2022 LHC data challenge - archival

• Hit the peak rate of RAW 

export, 3.5GB/s for ATLAS 

but did not sustain it 

• Exceeded the average 

target DT rate for CMS: 

0.8GB/s (0.29GB/s)

• Did not hit the LHCb 

average target DT rate: 

1.41GB/s (2.96GB/s) 



2022 LHC data challenge – retrieval 

• Exceeded staging rate targets for ATLAS (2.12 GB/s vs 1.2 GB/s) and CMS 

(0.18 GB/s vs 0.1GB/s) but not for LHCb (0.7 GB/s vs 1.93 GB/s)

• Staging efficiencies for CMS were low due to the EOS version (4.8.45) on 

Antares not allowing FTS to handle failures in a bundle of staging requests



2022 LHC data challenge – managing 
retrieval EOS space 

▪ Archival has been proven to work 
well with the small, fast buffer model

▪ Retrieve relies on external systems to 
monitor status, copy out and clean 
up files as they come online

▪ Applied the CTA backpressure 
mechanism

▪ Will need to balance retrieval 
pressures between VOs using 
different access methods



LHC VO Run3 requirements
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Reads (DT) 

GB/s

Writes (DT) 

GB/s

Reads (A-DT) 

GB/s

Writes (A-DT) 

GB/s

ALICE - 0.08 0.05 0.08

ATLAS 0.4 1.4 1.2 0.7

CMS 0.1 0.9 1.5 0.1

LHCb - 2.92 1.12 -



Hardware
16


